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#### Abstract

In this paper, we investigate the existence and uniqueness of the solution for a class of stochastic wave equations in two space-dimensions containing a non-linearity of polynomial type. The method used in the proofs combines functional analysis arguments with probabilistic tools, and further estimates for the Green function associated with the classical wave equation.
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## 1 Introduction

Let $\Theta$ be a bounded open subset of $\mathbb{R}^{n}, T>0, \rho>0$. The following nonlinear PDE defined on $[0 ; T] \times \Theta$

$$
\left\{\begin{array}{l}
\frac{\partial^{2} u}{\partial t^{2}}(t, x)-\Delta u(t, x)+|u(t, x)|^{\rho} \cdot u(t, x)=\phi(t, x)  \tag{1.1}\\
u(0, x)=u_{0}(x) \\
\frac{\partial u}{\partial t}(0, x)=v_{0}(x)
\end{array}\right.
$$

which appears in relativistic quantum mechanics, has been extensively studied (see J.L. Lions [7] and the references therein for a detailed account on the subject). If $u_{0} \in$ $H_{0}^{1}(\Theta) \bigcap L^{\rho+2}(\Theta), v_{0} \in L^{2}(\Theta)$ and $\phi \in L^{2}(] 0, T[\times \Theta)$, it is known that the Cauchy problem (1.1) admits a unique solution $u \in L^{\infty}\left([0, T] ; H_{0}^{1}(\Theta) \bigcap L^{\rho+2}(\Theta)\right) \bigcap C\left([0, T] ; L^{2}(\Theta)\right)$.

[^0]When the forcing term $\phi(t, x)$ is random and $\rho=0$, (1.1) reduces to a linear or semilinear SPDE and has been studied by several authors. More precisely, consider the following stochastic real-valued wave equation

$$
\left\{\begin{array}{l}
\frac{\partial^{2} u}{\partial t^{2}}(t, x)-\Delta u(t, x)=\sigma(u(t, x)) \dot{F}(t, x)+b(u(t, x)),  \tag{1.2}\\
u(0, x)=u_{0}(x) \\
\frac{\partial u}{\partial t}(0, x)=v_{0}(x)
\end{array}\right.
$$

where $\sigma, b: \mathbb{R} \longmapsto \mathbb{R}$ are globally Lipschitz functions. When $n=1, \mathrm{R}$. Carmona and D. Nualart have shown in [2] that (1.2) has a unique solution when $F$ is the space-time white noise.

For $n=2$, the fundamental solution $S(t, x)$ to the wave equation $\frac{\partial^{2} S}{\partial t^{2}}(t, x)-\Delta S(t, x)=$ $\delta_{(0,0)}$ is still a function (while in dimension $n \geq 3$ it is only a distribution) but lacks $L^{2}$ integrability properties, which forbids to consider equation (1.2) when $F$ is the spacetime white noise. On the other hand, physical models of wave propagation in a random environment have led to Gaussian perturbations which are white in time but correlated in space (see e.g. S.K. Biswas and N.U. Ahmed [1], R.N. Miller [8]). Thus C. Mueller [11], R. Dalang and N. Frangos [4], A. Millet and M. Sanz-Solé [10] have studied existence and uniqueness of the solution of $(1.2)$ when $F$ is a generalized Gaussian noise $(F(\varphi), \varphi \in$ $\left.\mathcal{D}\left(\mathbb{R}^{+} \times \mathbb{R}^{2}\right)\right)$ with covariance

$$
\begin{equation*}
\mathbb{E}[F(\varphi) F \psi)]=\int_{0}^{T} \int_{\mathbb{R}^{2}} \int_{\mathbb{R}^{2}} \varphi(t, x) \cdot \psi(t, y) \cdot f(|x-y|) d x d y d t \tag{1.3}
\end{equation*}
$$

where $f$ is the Fourier transform of some positive measure $\mu$ on $\mathbb{R}^{2}$. In [10], it is shown that the following integrability condition

$$
\begin{equation*}
\int_{0^{+}} r f(r) \ln \left(1+\frac{1}{r}\right) d r<\infty \tag{1.4}
\end{equation*}
$$

is necessary and sufficient to obtain existence of a unique $L^{2}$ - bounded solution $u(t, x)$ for
(1.2). (A similar result was proved in [11] when $f$ is bounded and, in [4], in the linear case or for "small time" in the semilinear case.)

We remark that in dimension 1 and 2 equation (1.2) is to be considered in a weak form, with stochastic integrals with respect to the martingale measure $M_{t}(A)=F([0, t] \times A)$, $t \in[0, T], A \in \mathcal{B}\left(\mathbb{R}^{2}\right)$, associated with the noise $F$. Equivalently, one can consider the following evolution formulation:

$$
\begin{align*}
u(t, x)= & \int_{\mathbb{R}^{2}} S(t, x-y) v_{0}(y) d y+\frac{\partial}{\partial t}\left(\int_{\mathbb{R}^{2}} S(t, x-y) u_{0}(y) d y\right)  \tag{1.5}\\
& +\int_{0}^{t} \int_{\mathbb{R}^{2}} S(t-s, x-y)[\sigma(u(s, y)) F(d s, d y)+b(u(s, y) d y d s]
\end{align*}
$$

S. Peszat and J. Zabczyk [13], R. Dalang [3] and S. Peszat [12] have recently studied the existence and uniqueness of the solution to (1.2) in dimension $n \geq 3$ by using Fourier transform methods and a characterization of the space covariance structure of the noise $F$. In [13], the authors show the existence of a unique solution $u$ in $C\left([0, T] ; L^{2}(\mu)\right)$ where $\mu$ is a positive finite measure on $\mathbb{R}^{n}$. In [3], a theory of distribution-valued martingale measures is developed, which enables the author to solve the Cauchy problem (1.2) in non-Hilbert spaces.

In the present paper, we study the following nonlinear stochastic wave equation, deduced from (1.1) by replacing $\phi(t, x)$ by a random forcing term and from (1.2) by replacing $b(r)$ by the non-globally Lipschitz function $-|r|^{\rho} r$ for $\rho>0$ :

$$
\left\{\begin{array}{l}
\frac{\partial^{2} u}{\partial t^{2}}(t, x)-\Delta u(t, x)+|u(t, x)|^{\rho} u(t, x)=\sigma(u(t, x)) \dot{F}(t, x)  \tag{1.6}\\
u(0, x)=u_{0}(x) \\
\frac{\partial u}{\partial t}(0, x)=v_{0}(x)
\end{array}\right.
$$

For this problem, when $\sigma$ is bounded and $u_{0}$ and $v_{0}$ have compact support, we prove an existence and uniqueness result in the case of a general Gaussian noise $F$ with covariance defined by (1.3) and satisfying certain integrability properties. We also obtain a sharper
result in the particular case where the function $f$ appearing in (1.3) is $x^{-\alpha}$ with $\left.\alpha \in\right] 0 ; 2[$ (or is dominated by this function). The proofs are based on a combination of classical functional analysis and probability theory, as it can be found, for instance, in a recent paper by I. Gyöngy (see [5]) for the study of a stochastic Burgers-type equation. The solution of (1.6) is obtained by an approximation procedure via regularized versions of equation (1.6) and suitable a priori estimates. To this end, new regularity properties for the Green function $S$ are proved.

The paper is organized as follows: the framework and the results are presented in the next section; in section 3, we prove the uniqueness of a solution to (1.6), while the existence is established in section 4. Finally, some technical estimates of integrals involving $S$ are proved in the Appendix.

## 2 General framework and statements of the results.

Let $F(t, x)$ be a Gaussian centered noise on $\mathbb{R}_{+} \times \mathbb{R}^{2}$ with covariance given by (1.3). We assume that the function $f:] 0,+\infty\left[\longrightarrow \mathbb{R}_{+}\right.$is continuous and satisfies (1.4).

Let $\mathcal{E}$ denote the inner product space of measurable functions $\varphi: \mathbb{R}^{2} \longmapsto \mathbb{R}$ such that

$$
\int_{\mathbb{R}^{2}} d x \int_{\mathbb{R}^{2}} d y|\varphi(x)| f(|x-y|) \mid \varphi(y)<\infty
$$

endowed with the inner product

$$
\langle\varphi, \psi\rangle_{\mathcal{E}}=\int_{\mathbb{R}^{2}} d x \int_{\mathbb{R}^{2}} d y \varphi(x) \mid f(|x-y|) \psi(y),
$$

and let $\mathcal{H}$ denote the completion of $\mathcal{E}$.
We shall say that condition $\left(\mathbf{H}_{\beta}\right)$ holds if there exists a constant $C$ such that:

$$
\int_{0^{+}} r^{1-\beta} f(r) d r<\infty
$$

it clearly implies that (1.4) is satisfied. Consider the nonlinear stochastic wave equation defined in (1.6). Following the method of Walsh [15], a natural way to give it a rigorous meaning is in terms of the following weak formulation: given any function $\varphi \in \mathcal{D}([0, T] \times$ $\mathbb{R}^{2}$ ),

$$
\begin{align*}
& \int_{0}^{T} \int_{\mathbb{R}^{2}}\left(\frac{\partial \varphi}{\partial t^{2}}-\Delta \varphi\right)(t, x) u(t, x) d t d x+\int_{0}^{T} \int_{\mathbb{R}^{2}}|u(t, x)|^{\rho} u(t, x) \varphi(t, x) d t d x  \tag{2.1}\\
& \quad=\int_{\mathbb{R}^{2}}\left(\varphi(0, x) v_{0}(x)-\frac{\partial \varphi}{\partial t}(0, x) u_{0}(x)\right) d x+\int_{0}^{T} \int_{\mathbb{R}^{2}} \varphi(t, x) \sigma(u(t, x)) F(d t, d x)
\end{align*}
$$

As is classical, (2.1) can be stated equivalently in terms of the associated evolution equation:

$$
\begin{align*}
u(t, x)= & u^{(0)}(t, x)-\int_{0}^{t} \int_{\mathbb{R}^{2}} S(t-s, x-y)|u(s, y)|^{\rho} u(s, y) d y d s \\
& +\int_{0}^{t} \int_{\mathbb{R}^{2}} S(t-s, x-y) \sigma(u(s, y)) F(d s, d y), \tag{2.2}
\end{align*}
$$

where

$$
\begin{equation*}
u^{(0)}(t, x)=\int_{\mathbb{R}^{2}} S(t, x-y) v_{0}(y) d y+\frac{\partial}{\partial t}\left(\int_{\mathbb{R}^{2}} S(t, x-y) u_{0}(y) d y\right) \tag{2.3}
\end{equation*}
$$

and $S$ is the fundamental solution of the deterministic wave equation associated to (1.6), that is:

$$
\begin{equation*}
S(t, x)=\frac{1}{2 \pi}\left(t^{2}-|x|^{2}\right)^{-\frac{1}{2}} 1_{\{|x|<t\}} . \tag{2.4}
\end{equation*}
$$

We assume the following hypotheses:
$\left(\mathbf{C}_{1}\right) \quad u_{0}, v_{0}: \mathbb{R}^{2} \longmapsto \mathbb{R}$ have compact support $K$.
$\left(\mathbf{C}_{2}\right) \quad u_{0}$ is of class $C^{1}, v_{0} \in L^{q_{0}}\left(\mathbb{R}^{2}\right)$ for some $\left.q_{0} \in\right] 2,+\infty[$.
$\left(\mathbf{C}_{\mathbf{3}}\right) \quad \sigma: \mathbb{R} \longmapsto \mathbb{R}$ is globally Lipschitz and bounded such that $\sigma(0)=0$.
For any $t \in[0, T]$, set

$$
D(t)=\left\{x \in \mathbb{R}^{2}: \exists y \in K,|x-y|<t\right\} .
$$

Because of the definition of $S$, it is easy to see that if $u_{0}$ and $v_{0}$ satisfy $\left(\mathbf{C}_{\mathbf{1}}\right)$ and $\left(\mathbf{C}_{\mathbf{2}}\right)$, then

$$
\begin{equation*}
u^{(0)}(t, x)=0 \text { for } x \notin D(t) . \tag{2.5}
\end{equation*}
$$

Besides, consider for the time being the "Lipschitz" version of equation (1.6) (or (2.2)), that is:

$$
\begin{align*}
u(t, x)= & u^{(0)}(t, x)+\int_{0}^{t} \int_{\mathbb{R}^{2}} S(t-s, x-y) b(u(s, y)) d y d s \\
& +\int_{0}^{t} \int_{\mathbb{R}^{2}} S(t-s, x-y) \sigma(u(s, y)) F(d s, d y), \tag{2.6}
\end{align*}
$$

where $b$ is globally Lipschitz and $b(0)=0$. It is well-known that the unique solution of (2.6) can be obtained by means of the following Picard approximation procedure:

$$
\left\{\begin{align*}
u^{0}(t, x)= & u^{(0)}(t, x)  \tag{2.7}\\
u^{k+1}(t, x)= & u^{(0)}(t, x)+\int_{0}^{t} \int_{\mathbb{R}^{2}} S(t-s, x-y) b\left(u^{k}(s, y)\right) d y d s \\
& +\int_{0}^{t} \int_{\mathbb{R}^{2}} S(t-s, x-y) \sigma\left(u^{k}(s, y)\right) F(d s, d y)
\end{align*}\right.
$$

Then, by induction, one easily sees that if $u_{0}$ and $v_{0}$ satisfy $\left(\mathbf{C}_{\mathbf{1}}\right)$ and $\left(\mathbf{C}_{\mathbf{2}}\right)$, then, for all $k$

$$
\begin{equation*}
u^{k}(t, x)=0 \text { if } x \notin D(t) . \tag{2.8}
\end{equation*}
$$

Indeed, assume (2.8) for some $k$ and for all $t \in[0, T]$, then for a fixed time $t \in[0, T]$ and $x \notin D(t)$, one has: for every $s \in[0, t]$ and every $y$ such that $|x-y| \leq t-s$,

$$
\forall z \in K,|z-y| \geq|z-x|-|y-x| \geq s
$$

The induction assumption implies that $u^{k}(s, y)=0$ for all $s \in[0, t]$ and $y \notin D(s)$; since $b(0)=\sigma(0)=0$, we deduce $u^{k+1}(t, x)=0$ for $x \notin D(t)$, which yields (2.8) for $k+1$.

Of course, (2.8) yields the same support property for the solution $u$ itself. This property of "propagation of the support", which will also be proved for the solution to (1.6), is very important because, by only assuming $\left(\mathbf{C}_{\mathbf{1}}\right)$ and $\left(\mathbf{C}_{\mathbf{2}}\right)$, all the integrals on $\mathbb{R}^{2}$ involved
in (2.2) can be considered as integrals on the bounded region $\Theta:=D(T)$ of $\mathbb{R}^{2}$, and thus one can work in spaces based on $\Theta$. More precisely, we prove the following result:

Theorem 2.1 Let $\rho \in] 0,2]$, $u_{0}$, $v_{0}$ satisfy $\left(\mathbf{C}_{\mathbf{1}}\right)$ and $\left(\mathbf{C}_{\mathbf{2}}\right)$, and $\sigma$ satisfy $\left(\mathbf{C}_{\mathbf{3}}\right)$. Then:
(a) If the function $f$ in (1.3) satisfies $\left(\mathbf{H}_{\beta}\right)$ for some $\left.\beta \in\right] 0,2[$, then equation
(1.6) has a unique solution $u \in C\left([0, T] ; L^{p}(\Theta)\right)$ for $8<p<\frac{2(\rho+2)}{\rho}$.
(b) If $f(x)=x^{-\alpha}$ with $\left.\alpha \in\right] 0,2[$, then equation (1.6) has a unique solution $u \in C\left([0 ; T] ; L^{p}(\Theta)\right)$ for $2 \vee(\rho+1) \vee\left(\frac{8}{5-2 \alpha}\right)<p<\frac{2(\rho+2)}{\rho}$.

The next sections are devoted to the proof of this theorem. In the sequel, $\|\cdot\|_{p}$ will denote the usual norm in $L^{p}(\Theta)$.

## 3 Uniqueness and local existence of the solution.

The main result of this section is the following:

Proposition 3.1 Suppose that the assumptions of Theorem 2.1 hold and that either condition (a) or (b) is satisfied:
(a) $f$ satisfies $\left(\mathbf{H}_{\beta}\right)$ for some $\left.\beta \in\right] 0,2[$ and $p \in] 8,+\infty[$.
(b) $f(r)=r^{-\alpha}$ for some $\left.\alpha \in\right] 0,2[$ and $p \in] 2 \vee\left(\frac{8}{5-2 \alpha}\right),+\infty[$.

Then the Cauchy problem (1.6) has at most one solution in $C\left([0, T] ; L^{p}(\Theta)\right)$ such that for all $t \in[0, T]$ the support of $u(t, \cdot)$ is contained in $D(t)$.

Notice that the property of "propagation of support" is postulated because at this stage, we have no way to obtain it a priori. We will prove later on that the solution we construct possesses this property; this yields a more satisfactory uniqueness result.

Proof: The method used is adapted from that of Proposition 4.7 in [5]. Given $R>0$, let $\chi_{R}: \mathbb{R} \longmapsto \mathbb{R}$ be a $C^{1}$ function such that $\chi_{R}(x)=1$ for $|x| \leq R, \chi_{R}(x)=0$ for $|x| \geq R+1$,
and $\left\|\chi_{R}^{\prime}\right\|_{\infty} \leq 2$. We consider the following "truncated" problem:

$$
\left\{\begin{array}{l}
\frac{\partial^{2} u}{\partial t^{2}}(t, x)-\Delta u(t, x)+|u(t, x)|^{\rho} u(t, x) \chi_{R}\left(\|u(t, \cdot)\|_{p}\right)=\sigma(u(t, x)) \dot{F}(t, x)  \tag{3.1}\\
u(0, x)=u_{0}(x) \\
\frac{\partial u}{\partial t}(0, x)=v_{0}(x)
\end{array}\right.
$$

Set $b(r)=-|r|^{\rho} r$. Let $u$ and $v$ be solutions to (3.1) such that, for all $t \in[0, T]$, the functions $u(t, \cdot)$ and $v(t, \cdot)$ vanish outside $D(t)$. Writing the evolution formula for (3.1) and using the support property for $u$ and $v$, one obtains

$$
u(t, x)-v(t, x)=A(t, x)+B(t, x),
$$

where

$$
\begin{aligned}
A(t, x)= & \int_{0}^{t} \int_{D(s)} S(t-s, x-y)\left[\chi_{R}\left(\|u(s, \cdot)\|_{p}\right) b(u(s, y))\right. \\
& \left.\quad-\chi_{R}\left(\|v(s, \cdot)\|_{p}\right) b(v(s, y))\right] d y d s \\
B(t, x)= & \int_{0}^{t} \int_{D(s)} S(t-s, x-y)[\sigma(u(s, y))-\sigma(v(s, y)] F(d y, d s) .
\end{aligned}
$$

Burkholder's and Hölder's inequalities yield
$\mathbb{E}\left(\|B(t, \cdot)\|_{L^{p}(D(t))}^{p}\right) \leq C_{p} \int_{D(t)} \mathbb{E}\left(\mid \int_{0}^{t} \| S(t-s, x-\cdot)\left[\sigma(u(s, \cdot))-\sigma(v(s, \cdot)] \|\left._{\mathcal{H}}^{2} d s\right|^{\frac{p}{2}} d x\right)\right.$.
Because of the hypotheses on $p$ and the Lipschitz property of $\sigma$, Lemma A. 4 implies the existence of $\gamma>-1$ such that

$$
\begin{equation*}
\mathbb{E}\left(\|B(t, \cdot)\|_{L^{p}(D(t))}^{p}\right) \leq C_{p} \int_{0}^{t}(t-s)^{\gamma}\|u(s, \cdot)-v(s, \cdot)\|_{L^{p}(D(s))}^{p} d s . \tag{3.2}
\end{equation*}
$$

On the other hand, suppose for instance that $\|u(s, \cdot)\|_{p} \leq\|v(s, \cdot)\|_{p}$. Then, setting $q=\frac{p}{\rho+1}$ and using the definition of $\chi_{R}$, we have

$$
\begin{aligned}
& \| \chi_{R}\left(\|u(s, \cdot)\|_{p}\right) b\left(u(s, \cdot)-\chi_{R}\left(\|v(s, \cdot)\|_{p}\right) b(v(s, \cdot)) \|_{q}\right. \\
& \leq \quad\left|\chi_{R}\left(\|u(s, \cdot)\|_{p}\right)-\chi_{R}\left(\|v(s, \cdot)\|_{p}\right)\right|\|b(u(s, \cdot))\|_{q} \\
& \quad+\chi_{R}\left(\|v(s, \cdot)\|_{p}\right)\|b(u(s, \cdot))-b(v(s, \cdot))\|_{q} \\
& \leq \quad 2\|u(s, \cdot)-v(s, \cdot)\|_{p}\|u(s, \cdot)\|_{p}^{\rho+1} 1_{\left\{\|v(s, \cdot)\|_{p} \leq R+1\right\}} \\
& \quad+C_{\rho} \chi_{R}\left(\|v(s, \cdot)\|_{p}\right)\left\|u(s, \cdot)-v(s, \cdot) \mid \sup \left(|u(s, \cdot)|^{\rho},|v(s, \cdot)|^{\rho}\right)\right\|_{q} \\
& \leq \\
& \quad C(R)\|u(s, \cdot)-v(s, \cdot)\|_{p} \\
& \quad+C_{\rho} \chi_{R}\left(\|v(s, \cdot)\|_{p}\right)\|u(s, \cdot)-v(s, \cdot)\|_{p}\left(\|u(s, \cdot)\|_{p}^{\rho}+\|v(s, \cdot)\|_{p}^{\rho}\right)
\end{aligned}
$$

by means of Hölder's inequality used in the following way:

$$
\text { If } h_{1} \in L^{p}, h_{2} \in L^{\frac{p}{\rho}} \text {, then }\left\|h_{1} h_{2}\right\|_{L^{q}} \leq\left\|h_{1}\right\|_{L^{p}}\left\|h_{2}\right\|_{L^{\frac{p}{p}}} \text {. }
$$

Hence, since $p>2>\rho$, the inequality (A.9) in Lemma A. 2 applied with $\kappa=1+\frac{1}{p}-\frac{1}{q}=$ $1-\frac{\rho}{p}>0$ and Hölder's inequality imply that for $t \in[0, T]$

$$
\begin{equation*}
\|A(t, \cdot)\|_{p}^{p} \leq C(R) \int_{0}^{t}(t-s)^{2 \kappa-1}\|u(s, \cdot)-v(s, \cdot)\|_{p}^{p} d s \tag{3.3}
\end{equation*}
$$

Thus (3.2) and (3.3) together with Gronwall's lemma yield

$$
\begin{equation*}
\sup _{0 \leq t \leq T} \mathbb{E}\left(\|u(t, \cdot)-v(t, \cdot)\|_{p}^{p}\right)=0 \tag{3.4}
\end{equation*}
$$

which means that uniqueness holds for the truncated problem (3.1). Now, let $u_{1}, u_{2} \in$ $C\left([0, T] ; L^{p}(\Theta)\right)$ be solutions to (1.6) such that for all $t \in[0, T]$ the support of $u_{1}(t, \cdot)$ and $u_{2}(t, \cdot)$ is included in $D(t)$. For every $R>0$ and $i=1,2$, define

$$
\tau_{R}^{i}=\inf \left\{t \geq 0:\left\|u_{i}(t, \cdot)\right\|_{p} \geq R\right\} \wedge T .
$$

Then $\lim _{R \longrightarrow+\infty} \mathbb{P}\left(\tau_{R}^{1} \wedge \tau_{R}^{2}<T\right)=0$ while (3.4) shows that $u_{1}(t, x)=u_{2}(t, x)$ a.s. for every $t \in\left[0, \tau_{R}^{1} \wedge \tau_{R}^{2}\right]$ and almost every $x \in \Theta$; this concludes the proof.

Using arguments similar to those of the proof of Proposition 3.1, one can also show a local existence theorem for the solution to (1.6). Indeed, let $\mathcal{R}$ denote the Banach space of $L^{p}(\Theta)$-valued random processes $v(t), t \in[0, T]$, endowed with the norm

$$
\|v\|_{\mathcal{R}}:=\sup _{t \leq T}\left\{\mathbb{E}\left(w\|v(t)\|_{p}^{p}\right)\right\}^{1 / p}<\infty,
$$

where $w:=\exp \left(-\left(\left\|u_{0}\right\|_{p}+\left\|v_{0}\right\|_{p}+\left\|\nabla v_{0}\right\|_{p}\right)\right.$. In this argument, we may suppose that the initial conditions $u_{0}($.$) and v_{0}($.$) are random processes indexed by \mathbb{R}^{2}$ and independent of the noise $F$.

Define the operator $\mathcal{A}$ on $\mathcal{R}$ by

$$
\mathcal{A}(v)(t, x):=\sum_{i=1}^{4} A_{i}(t, x),
$$

where

$$
\begin{aligned}
A_{1}(t, x) & :=\int_{\mathbb{R}^{2}} S(t, x-y) v_{0}(y) d y \\
A_{2}(t, x) & :=\frac{\partial}{\partial t}\left(\int_{\mathbb{R}^{2}} S(t, x-y) u_{0}(y) d y\right), \\
A_{3}(t, x) & :=\int_{0}^{t} \int_{D(s)} S(t-s, x-y) \chi_{R}\left(\|v(s, \cdot)\|_{p}\right) b(v(s, y)) d y d s, \\
A_{4}(t, x) & :=\int_{0}^{t} \int_{D(s)} S(t-s, x-y) \sigma(v(s, y)) F(d y, d s) .
\end{aligned}
$$

Clearly,

$$
\mathbb{E}\left(w\|\mathcal{A}(v)(t, \cdot)\|_{p}^{p}\right) \leq 4^{p-1} \sum_{i=1}^{4} T_{i}(t)
$$

where $T_{i}(t)=\mathbb{E}\left(w\left\|A_{i}(v)(t, \cdot)\right\|_{p}^{p}\right)$. Using Young's inequality (with $q=1$ ), we have

$$
\begin{equation*}
\left\|A_{1}\right\|_{\mathcal{R}}^{p}=\sup _{t \leq T} T_{1}(t) \leq C_{p} \mathbb{E}\left(w \int_{\mathbb{R}^{2}}\left|v_{0}(y)\right|^{p} d y\right)=C_{p}<+\infty \tag{3.5}
\end{equation*}
$$

We have

$$
\begin{aligned}
A_{2}(t, x) & =\int_{|\xi|<1} \frac{1}{2 \pi}\left(1-|\xi|^{2}\right)^{-\frac{1}{2}} u_{0}(x+t \xi) d \xi+\int_{\mathbb{R}^{2}} S(t, x-y) \nabla u_{0}(y) d y \\
& :=A_{2}^{1}+A_{2}^{2}
\end{aligned}
$$

and, using Hölder's inequality with respect to the measure $\frac{1}{2 \pi}\left(1-|\xi|^{2}\right)^{-\frac{1}{2}} d x$ and Fubini's theorem, we obtain:

$$
\begin{align*}
\left\|A_{2}^{1}\right\|_{\mathcal{R}}^{p} & =\leq C_{p} \sup _{t \leq T} \mathbb{E}\left[w \int_{\mathbb{R}^{2}} \int_{|\xi|<1} \frac{1}{2 \pi}\left(1-|\xi|^{2}\right)^{-\frac{1}{2}}\left|u_{0}(x+t \xi)\right|^{p} d \xi d x\right] \\
& \leq C_{p} \sup _{t \leq T} \mathbb{E}\left[w\left(\int_{|\xi|<1} \frac{1}{2 \pi}\left(1-|\xi|^{2}\right)^{-\frac{1}{2}} d \xi\right)\left\|u_{0}\right\|_{p}^{p}\right] \leq C_{p} \tag{3.6}
\end{align*}
$$

On the other hand, Young's inequality yields

$$
\begin{equation*}
\left\|A_{2}^{2}\right\|_{\mathcal{R}}^{p} \leq C_{p} w\left\|\nabla u_{0}\right\|_{p}^{p} \leq C_{p} \tag{3.7}
\end{equation*}
$$

Finally, using again (A.9), Lemma A. 4 and the fact that $\sigma$ is bounded, computations similar to that proving (3.2) and (3.3) show that $\left\|A_{3}\right\|_{\mathcal{R}}$ and $\left\|A_{4}\right\|_{\mathcal{R}}$ are also bounded by a constant only depending on $p$ and $R$. Hence the operator $\mathcal{A}$ maps the Banach space $\mathcal{R}$ into itself.

Furthermore, let $u$ and $v$ belong to $\mathcal{R}$; using arguments similar to the previous ones, one proves the existence of $\beta>-1$ such that

$$
\begin{align*}
& \mathbb{E}\left(w\|\mathcal{A}(u)(t, \cdot)-\mathcal{A}(v)(t, \cdot)\|_{r}^{r}\right)  \tag{3.8}\\
& \quad \leq C_{p, R} \sup _{t \leq T} \mathbb{E}\left(w \int_{0}^{t}(t-s)^{\beta}\|u(s, \cdot)-v(s, \cdot)\|_{r}^{r} d s\right)  \tag{3.9}\\
& \leq C_{p, R, \beta} T^{\beta+1} \sup _{t \leq T} \mathbb{E}\left(w\|u(t, \cdot)-v(t, \cdot)\|_{r}^{r}\right)
\end{align*}
$$

hence $\mathcal{A}$ is a contraction on $\mathcal{R}$ provided $T<t_{1}:=C_{p, R, \beta}^{-\frac{1}{\beta+1}}$. Consequently, there exists a unique solution to (3.1) on $\left[0, t_{1} / 2\right]$; notice that the constant $C_{p, R, \beta}$ does not depend on the initial conditions $u_{0}$ and $v_{0}$. Considering next the initial conditions $u\left(t_{1}, \cdot\right)$ and
$\frac{\partial u}{\partial t}\left(t_{1}, \cdot\right)$ at time $t_{1}$, we get a solution to (3.1) on the interval $\left[t_{1} / 2, t_{1}\right]$ in the same way, with the obvious modification of the Banach space $\mathcal{R}$ and the operator $\mathcal{A}$. Iterating this procedure, we thus construct a solution to (3.1) on the whole interval $[0, T]$. Finally, if $\tau_{R}=\inf \left\{t \geq 0:\|u(t, .)\|_{p} \geq R\right\} \wedge T$ and $\tau_{\infty}=\lim _{R \rightarrow+\infty} \tau_{R}$, we deduce the local existence (on the interval $\left[0, \tau_{\infty}[\right.$ ) of a solution to equation (1.6).

The problem of global existence is addressed in the next section.

## 4 Global existence of a solution.

The purpose of this section is to prove the following result:

Proposition 4.1 Under the assumptions (a) or (b) of Theorem 2.1, equation (1.6) admits a solution $u \in C\left([0, T] ; L^{p}(\Theta)\right)$ for $p$ satisfying the requirements stated in Theorem 2.1. Moreover, for all $t \in[0, T]$, the function $u(t, \cdot)$ vanishes outside $D(t)$.

The proof is divided into several steps.
Step 1: We first "regularize" the equation (1.6). For every $n \geq 1$, let $b_{n}$ and $B_{n}$ be defined as follows:

$$
b_{n}(r):= \begin{cases}-|r|^{\rho} \cdot r & \text { if }|r| \leq n  \tag{4.1}\\ -n^{\rho+1}-(\rho+1) n^{\rho}(r-n) & \text { if } r \geq n \\ n^{\rho+1}-(\rho+1) n^{\rho}(r+n) & \text { if } r \leq-n\end{cases}
$$

and

$$
\begin{equation*}
B_{n}(r)=\int_{0}^{r} b_{n}(u) d u \tag{4.2}
\end{equation*}
$$

Then $-B_{n}$ is a non-negative even function. Let us introduce the following SPDE:

$$
\left\{\begin{array}{l}
\frac{\partial^{2} u_{n}}{\partial t^{2}}(t, x)-\Delta u_{n}(t, x)-b_{n}\left(u_{n}(t, x)\right)=\sigma\left(u_{n}(t, x)\right) \dot{F}(t, x)  \tag{4.3}\\
u_{n}(0, x)=u_{0}(x) \\
\frac{\partial u_{n}}{\partial t}(0, x)=v_{0}(x)
\end{array}\right.
$$

The properties of $b_{n}$ and its antiderivative $B_{n}$ are proved in Lemma A. 1 of the Appendix. Since in particular $b_{n}$ is globally Lipschitz on $\mathbb{R}$, Theorem 1.2. of [10] provides a unique weak solution to this equation, which is also the unique solution to the following evolution equation

$$
\begin{equation*}
u_{n}(t, x)=u^{(0)}(t, x)+\eta_{n}(t, x)+\int_{0}^{t} \int_{\mathbb{R}^{2}} S(t-s, x-y) b_{n}\left(u_{n}(s, y)\right) d y d s \tag{4.4}
\end{equation*}
$$

where

$$
\begin{equation*}
\eta_{n}(t, x)=\int_{0}^{t} \int_{\mathbb{R}^{2}} S(t-s, x-y) \sigma\left(u_{n}(s, y)\right) F(d y, d s) . \tag{4.5}
\end{equation*}
$$

We remark that, as the solution to (2.6), $u_{n}$ satisfies

$$
\begin{equation*}
u_{n}(t, x)=0 \text { if } x \notin D(t) . \tag{4.6}
\end{equation*}
$$

We shall prove that $\left\{u_{n}\right\}_{n}$ admits a subsequence which converges in distribution to a solution $u$ to (1.6) (or (2.2)). We at first study the behaviour of the stochastic integrals:

Lemma 4.1 Let $\sigma$ satisfy $\left(\mathbf{C}_{\mathbf{3}}\right)$, $F$ satisfy $H_{\beta}, \zeta_{n}$ be a predictable random field on $[0, T] \times \Theta$ such that, for all $t \in[0, T]$, the support of $\zeta_{n}(t, \cdot)$ is included in $D(t)$. Then the sequence of processes

$$
I_{n}(t, x):=\int_{0}^{t} \int_{\mathbb{R}^{2}} S(t-s, x-y) \sigma\left(\zeta_{n}(s, y)\right) F(d y, d s)
$$

is uniformly tight in $C([0, T] \times \Theta)$, and hence in $C\left([0, T] ; L^{p}(\Theta)\right)$ for any $p \in[1,+\infty[$. Moreover, for all $t \in[0, T]$, the support of $I_{n}(t, \cdot)$ is included in $D(t)$.

Proof of Lemma 4.1: The support property of $I_{n}$ is clear. Given $0 \leq t<t^{\prime} \leq T$ $x, x^{\prime} \in \Theta$, the boundedness of $\sigma$, Burkholder's inequality and (A.15) imply that for $0<$ $\delta<\frac{1}{2}(\beta \wedge 1)$,

$$
\begin{align*}
\mathbb{E}\left[\left|I_{n}(t, x)-I_{n}\left(t^{\prime}, x^{\prime}\right)\right|^{p}\right) & \leq C\left(\int_{0}^{T}\left\|\sigma(u(s, .))\left[S(t-s, x-.)-S\left(t^{\prime}-s, x^{\prime}-.\right)\right]\right\|_{\mathcal{H}}^{2} d s\right)^{\frac{p}{2}} \\
& \leq C\|\sigma\|_{\infty}^{p}\left(\left|t-t^{\prime}\right|+\left|x-x^{\prime}\right|\right)^{p \delta} \tag{4.7}
\end{align*}
$$

Set $D:=\bigcup_{0 \leq t \leq T}(\{t\} \times \overline{D(t)})$; for $\gamma<\frac{1}{p}+\delta, E\left(\int_{D} \int_{D}\left(\frac{\left|I_{n}(\xi)-I_{n}\left(\xi^{\prime}\right)\right|}{\left|\xi-\xi^{\prime}\right| \gamma}\right)^{p} d \xi d \xi^{\prime}\right)<+\infty$, and on $\left\{\int_{D} \int_{D}\left(\frac{\left|I_{n}(\xi)-I_{n}\left(\xi^{\prime}\right)\right|}{\left|\xi-\xi^{\prime}\right|^{\gamma}}\right)^{p} d \xi d \xi^{\prime} \leq \lambda\right\}, 0<\bar{\delta}=\gamma-\frac{4}{p}<\delta-\frac{3}{p}$, the Garsia-RodemichRumsey lemma (see e.g. [14], p. 60) yields $\left\|I_{n}(\cdot, \cdot)\right\|_{C^{\bar{\delta}, \bar{\delta}}(D)} \leq \lambda^{\frac{1}{p}}$. Hence, given $p>\frac{3}{\delta}$ and $0<\bar{\delta}<\delta-\frac{3}{p}$,

$$
\sup _{n} \mathbb{P}\left(\left\|I_{n}(\cdot, \cdot)\right\|_{C^{\delta, \bar{\delta}}(D)} \geq \lambda\right) \leq C \lambda^{-p^{2}}
$$

so that by Ascoli's theorem $I_{n}$ is uniformly tight in $C(D)$.

Define $\eta_{n}^{\star}:=\sup _{(t, x) \in D}\left|\eta_{n}(t, x)\right| \vee 1$. Applying Lemma 4.1 to $u_{n}$ yields in particular

$$
\begin{equation*}
\sup _{n} \mathbb{E}\left(\eta_{n}^{\star}\right)<\infty \tag{4.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{C \longrightarrow+\infty} \sup _{n} \mathbb{P}\left(\eta_{n}^{\star} \geq C\right)=0 \tag{4.9}
\end{equation*}
$$

Set $\xi_{n}(t, x)=u_{n}(t, x)-\eta_{n}(t, x)$; then $\xi_{n}$ is the unique (weak) solution to the following semilinear wave equation (defined $\omega$ by $\omega$ ):

$$
\left\{\begin{array}{l}
\frac{\partial^{2} \xi_{n}}{\partial t^{2}}(t, x)-\Delta \xi_{n}(t, x)-b_{n}\left(\xi_{n}(t, x)+\eta_{n}(t, x)\right)=0  \tag{4.10}\\
\xi_{n}(0, x)=u_{0}(x) \\
\frac{\partial u_{n}}{\partial t}(0, x)=v_{0}(x)
\end{array}\right.
$$

Step 2: We now prove a suitable a priori estimate for the sequence $\left\{\xi_{n}\right\}$, and follow here the method of J.L. Lions [7]. Let $H^{1}(\Theta)=\left\{v \in L^{2}(\Theta): \frac{\partial v}{\partial x_{i}} \in L^{2}(\Theta), i=1,2\right\}$, endowed with the norm

$$
\begin{equation*}
\|u\|_{H^{1}(\Theta)}=\left(\|v\|_{2}^{2}+\sum_{i=1}^{2}\left\|\frac{\partial v}{\partial x_{i}}\right\|_{2}^{2}\right)^{\frac{1}{2}} \tag{4.11}
\end{equation*}
$$

and let $H_{0}^{1}$ be the closure of $\mathcal{D}(\Theta)$ in $H^{1}(\Theta)$. Let $v_{i}$ be a sequence of elements of $L^{\rho+2}(\Theta) \bigcap H_{0}^{1}(\Theta)$ which is total in this set. Given $u, v \in H_{0}^{1}(\Theta)$, set

$$
\begin{equation*}
a(u, v):=\sum_{j=1}^{2} \int_{\Theta} \frac{\partial u}{\partial x_{i}} \frac{\partial u}{\partial x_{i}} d x \tag{4.12}
\end{equation*}
$$

Then $\sqrt{a(u, u)}$ is a norm on $H_{0}^{1}(\Theta)$ equivalent with $\|u\|_{H^{1}(\Theta)}$. For each $n \geq 1$, we approximate $\xi_{n}$ by the sequence ( $\xi_{n}^{k}, k \geq 1$ ) defined by

$$
\begin{equation*}
\xi_{n}^{k}=\sum_{i=1}^{k} g_{i, n}^{k}(t) v_{i}(x), \tag{4.13}
\end{equation*}
$$

where the functions ( $g_{i, n}^{k}, 1 \leq i \leq k$ ) are determined by the conditions

$$
\left\{\begin{array}{l}
\left(\left(\xi_{n}^{k}\right)^{\prime \prime}(t, \cdot), v_{j}\right)+a\left(\xi_{n}^{k}(t, \cdot), v_{j}\right)-\left(b_{n}\left(\xi_{n}^{k}(t, \cdot)+\eta_{n}(t, \cdot)\right), v_{j}\right)=0,1 \leq j \leq k,  \tag{4.14}\\
\xi_{n}^{k}(0, x)=u_{0}^{k}(x), \\
\frac{\partial \xi_{n}^{k}}{\partial t}(0, x)=v_{0}^{k}(x)
\end{array}\right.
$$

where $(\cdot, \cdot)$ denotes the usual scalar product on $L^{2}(\Theta)$ and

$$
\left\{\begin{align*}
& u_{0}^{k}(x)=\sum_{i=1}^{k} \alpha_{i, n} v_{i} \longrightarrow  \tag{4.15}\\
& u_{0} \text { in } L^{\rho+2}(\Theta) \bigcap H_{0}^{1}(\Theta) \text { when } k \rightarrow+\infty, \\
& v_{0}^{k}(x)=\sum_{i=1}^{k} \beta_{i, n} v_{i}
\end{align*} \longrightarrow \quad v_{0} \text { in } L^{2}(\Theta) \text { when } k \rightarrow+\infty . ~ \$\right.
$$

For a.e. $\omega$, the system (4.14)-(4.15) of ordinary differential equations has a unique solution on the time interval $\left[0, t_{n}^{k}(\omega)\right]$ with $t_{n}^{k}(\omega) \leq T$. This is due to the linear independence of the functions $v_{i}$, which yields $\operatorname{det}\left(\left(v_{i}, v_{j}\right), 1 \leq i, j \leq k\right) \neq 0$. In the sequel, we shall prove that $t_{n}^{k}=T$.

Multiplying the first line of (4.14) by $\left(g_{j, n}^{k}\right)^{\prime}(t)$ and summing up for $1 \leq j \leq k$, we deduce

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\left[\left\|\left(\xi_{n}^{k}\right)^{\prime}(t, \cdot)\right\|_{2}^{2}+a\left(\xi_{n}^{k}(t, \cdot), \xi_{n}^{k}(t, \cdot)\right)\right]-\frac{d}{d t}\left(\int_{\Theta} B_{n}\left(\xi_{n}^{k}(t, x)\right) d x\right)=D_{n}^{k}(t) \tag{4.16}
\end{equation*}
$$

where

$$
D_{n}^{k}(t)=\int_{\Theta}\left[b_{n}\left(\xi_{n}^{k}(t, x)+\eta_{n}(t, x)\right)-b_{n}\left(\xi_{n}^{k}(t, x)\right)\right]\left(\xi_{n}^{k}\right)^{\prime}(t, x) d x
$$

Schwarz's inequality and the Taylor formula yield

$$
\left|D_{n}^{k}(t)\right| \leq \frac{1}{2}\left\|\left(\xi_{n}^{k}\right)^{\prime}(t, \cdot)\right\|_{2}^{2}+\frac{1}{2} \int_{\Theta} \int_{0}^{1}\left(b_{n}^{\prime}\left(\xi_{n}^{k}(t, x)+r \eta_{n}(t, x)\right)\right)^{2} \eta_{n}^{2}(t, x) d r d x
$$

The inequality (A.4) in Lemma A. 1 yields

$$
\begin{equation*}
\left|D_{n}^{k}(t)\right| \leq \frac{1}{2}\left\|\left(\xi_{n}^{k}\right)^{\prime}(t, \cdot)\right\|_{2}^{2}+C \int_{\Theta}\left[-B_{n}\left(\xi_{n}^{k}(t, x)\right)+\left|\eta_{n}(t, x)\right|^{2 \rho}+1\right] \eta_{n}^{2}(t, x) d x \tag{4.17}
\end{equation*}
$$

Thus, for $0 \leq t \leq t_{n}^{k}$, (4.16) and (4.17) imply that for any $k \geq 1$ :

$$
\begin{aligned}
& \frac{1}{2}\left\|\left(\xi_{n}^{k}\right)^{\prime}(t, \cdot)\right\|_{2}^{2}+C\left\|\xi_{n}^{k}(t, \cdot)\right\|_{H^{1}(\Theta)}^{2}-\int_{\Theta} B_{n}\left(\xi_{n}^{k}(t, x)\right) d x \\
& \quad \leq \frac{1}{2} \int_{0}^{t}\left\|\left(\xi_{n}^{k}\right)^{\prime}(s, \cdot)\right\|_{2}^{2} d s-C \eta_{n}^{\star 2} \int_{0}^{t} \int_{\Theta} B_{n}\left(\xi_{n}^{k}(s, x)\right) d x d s+C \eta_{n}^{\star 2(\rho+1)}+C \eta_{n}^{\star 2}+C(n, k),
\end{aligned}
$$

where

$$
\begin{aligned}
C(n, k) & =\frac{1}{2}\left\|\left(\xi_{n}^{k}\right)^{\prime}(0, \cdot)\right\|^{2}+C\left\|\xi_{n}^{k}(0, \cdot)\right\|_{H^{1}(\Theta)}-\int_{\Theta} B_{n}\left(\xi_{n}^{k}(0, x)\right) d x \\
& =\frac{1}{2}\left\|v_{0}^{k}\right\|_{2}^{2}+C\left\|u_{0}^{k}\right\|_{H_{1}}+\int_{\Theta}\left|u_{0}^{k}(x)\right|^{\rho+2} d x \leq C
\end{aligned}
$$

for some constant $C$ which does not depend on $k$ and $n$; hence Gronwall's lemma implies:

$$
\begin{align*}
& \sup _{0 \leq t \leq t_{n}^{k}}\left(\left\|\left(\xi_{n}^{k}\right)^{\prime}(t, \cdot)\right\|_{2}^{2}+\left\|\xi_{n}^{k}(t, \cdot)\right\|_{H^{1}(\Theta)}^{2}-\int_{\Theta} B_{n}\left(\xi_{n}^{k}(t, x)\right) d x\right)  \tag{4.18}\\
& \leq C\left[1+\eta_{n}^{\star 2(\rho+1)}\right] \exp \left(C \eta_{n}^{\star 2}\right)
\end{align*}
$$

Step 3: We now extract converging subsequences. Since $-B_{n}$ is nonnegative, (4.18) implies that for every $n$

$$
\sup _{k \geq 1} \sup _{0 \leq t \leq t_{n}^{k}}\left\|\xi_{n}^{k}(t, \cdot)\right\|_{H^{1}(\Theta)}^{2}<\infty
$$

which means that $t_{n}^{k}=T$ for all $k$. Recall that an Orlicz function $\Phi$ satisfies the condition $(\Delta 2)$ if for any $a>1, \lim \sup _{t \rightarrow+\infty} \frac{\Phi(a t)}{\Phi(t)}<+\infty$ (see [6] for details). According to (A.3), $\left|B_{n}\right|$ is an Orlicz function which satisfies $(\Delta 2)$ and its conjugate function $\left|\tilde{B}_{n}\right|$ also satisfies $(\Delta 2)$; therefore $L^{1}\left([0, T],\left|\tilde{B}_{n}\right|\right)^{\prime} \simeq L^{\infty}\left([0, T],\left|B_{n}\right|\right)$. Then (4.18) implies that there exists a subsequence $\left(\xi_{n}^{s_{k}}\right)_{k}$ which converges to $\tilde{\xi}_{n}$ in $L^{\infty}\left([0, T], H_{0}^{1}(\Theta) \bigcap L_{B_{n}}(\Theta)\right)$ weak-star and $\left(\xi_{n}^{\prime s_{k}}\right)$ converges to $\tilde{\xi}_{n}^{\prime}$ in $L^{\infty}\left([0, T], L^{2}(\Theta)\right)$ weak-star (see e.g. [7]).

Since the inclusion $H^{1}(] 0, T[\times \Theta) \hookrightarrow L^{2}(] 0, T[\times \Theta)$ is compact, we can extract a further subsequence, still denoted by $\left(\xi_{n}^{s_{k}}\right)$, such that $\xi_{n}^{s_{k}}$ converges to $\tilde{\xi}_{n}$ in $L^{2}(] 0, T[\times \Theta)$ and $d t \otimes d x$ a.s. on $] 0, T[\times \Theta$. Hence,

$$
b_{n}\left(\xi_{n}^{s_{k}}+\eta_{n}\right) \longrightarrow b_{n}\left(\tilde{\xi}_{n}+\eta_{n}\right) \quad d t \otimes d x \text { a.s.. }
$$

Furthermore, (4.18) and (A.3) imply that $\left(b_{n}\left(\xi_{n}^{s_{k}}+\eta_{n}\right), k \geq 1\right)$ is uniformly integrable, since

$$
\sup _{k} \sup _{0 \leq t \leq T} \int_{\Theta}\left|b_{n}\left(\xi_{n}^{s_{k}}(t, x)+\eta_{n}(t, x)\right)\right|^{\frac{\rho+2}{\rho+1}} d x<\infty .
$$

Therefore, extracting a further subsequence, we obtain that $\left(b_{n}\left(\xi_{n}^{s_{k}}+\eta_{n}\right), k \geq 1\right)$ converges to $b_{n}\left(\tilde{\xi}_{n}+\eta_{n}\right)$ in $L^{1}(] 0, T[\times \Theta)$ and to some limit $l_{n}$ in $L^{\infty}\left([0, T], L^{\frac{\rho+2}{\rho+1}}(\Theta)\right)$ weak-star. This yields that $l_{n}=b_{n}\left(\tilde{\xi}_{n}+\eta_{n}\right)$. Letting $k \longrightarrow+\infty$ in (4.14), we obtain

$$
\begin{cases}\left(\left(\tilde{\xi}_{n}\right)^{\prime \prime}(t, \cdot), v_{j}\right)+a\left(\tilde{\xi}_{n}(t, \cdot), v_{j}\right)-\left(b_{n}\left(\tilde{\xi}_{n}(t, \cdot)+\eta_{n}(t, \cdot)\right), v_{j}\right) & =0 \\ \tilde{\xi}_{n}(0, x) & =u_{0}(x) \\ \frac{\partial \tilde{\xi}_{n}}{\partial t}(0, x) & =v_{0}(x)\end{cases}
$$

Since $\left\{v_{j}\right\}$ is total in $H_{0}^{1}(\Theta)$, we conclude that $\tilde{\xi_{n}}$ satisfies (4.10), which by uniqueness yields $\xi_{n}=\tilde{\xi_{n}}$.

Therefore, letting $k \longrightarrow+\infty$ in (4.18) and using Fatou's lemma, we deduce that

$$
\begin{aligned}
\int_{0}^{T} \int_{\Theta}\left|B_{n}\left(\xi_{n}(t, x)\right)\right| d x d t & \leq T \sup _{0 \leq t \leq T} \liminf _{k} \int_{\Theta}\left|B_{n}\left(\xi_{n}^{s_{k}}(t, x)\right)\right| d x d t \\
& \leq C\left[1+\eta_{n}^{\star 2(\rho+1)}\right] \exp \left(C \eta_{n}^{\star 2}\right)
\end{aligned}
$$

Since $u_{n}=\xi_{n}+\eta_{n}$ and $\left|\eta_{n}\right|$ is bounded by $\eta_{n}^{\star}$, using (A.3) and (A.5) in Lemma A.1, we deduce that for $q=\frac{\rho+2}{\rho+1}$,

$$
\begin{equation*}
\int_{0}^{T} \int_{\Theta}\left|b_{n}\left(u_{n}(t, x)\right)\right|^{q} d x d t \leq\left[C_{1}+C_{2} \eta_{n}^{\star(\rho+2)}\right] \exp \left(C \eta_{n}^{\star 2}\right) \tag{4.19}
\end{equation*}
$$

The following result gives a tightness criterion for a sequence of convolution of random fields with the Green function.

Lemma 4.2 Let $q \in] 1,+\infty\left[\right.$; for $v \in L^{\infty}\left([0, T] ; L^{q}(\Theta)\right)$, set

$$
J(v)(t, x):=\int_{0}^{t} \int_{\Theta} S(t-s, x-y) v(s, y) d y d s
$$

Let $\left(\zeta_{n}(t, x), n \geq 1\right)$ be a sequence of random fields on $[0, T] \times \Theta$ such that for all $t \in[0, T]$, $\zeta(t, \cdot)$ vanishes outside $D(t)$ and such that there exists $\gamma \in] 1,+\infty[$ and a sequence of finite random variables $\left(M_{n} ; n \geq 1\right)$ which satisfies the following conditions:

$$
\begin{gather*}
\left\|\zeta_{n}\right\|_{L^{\gamma}\left([0, T] ; L^{q}(\Theta)\right)} \leq M_{n},  \tag{4.20}\\
C \xrightarrow{\lim _{\rightarrow \infty}} \sup _{n} \mathbb{P}\left(M_{n} \geq C\right)=0 . \tag{4.21}
\end{gather*}
$$

Then, if $p$ satisfies $0<\frac{1}{q}-\frac{1}{p}<\frac{1}{2}$, the sequence of processes $\left(J\left(\zeta_{n}\right) ; n \geq 1\right)$ is uniformly tight in $C\left([0, T] ; L^{p}(\Theta)\right)$.

Proof of Lemma 4.2: Given $R>0$, set

$$
\Gamma_{R}=\left\{J(v): v \in L^{\gamma}\left([0, T] ; L^{q}(\Theta)\right),\left\|\zeta_{n}\right\|_{L^{\gamma}\left([0, T] ; L^{q}(\Theta)\right)} \leq R\right\}
$$

Lemma A. 2 shows that if $0<\frac{1}{q}-\frac{1}{p}<\frac{1}{2}$, then

$$
\begin{array}{r}
\sup _{J(v) \in \Gamma_{R}} \sup _{t \in[0, T]}\|J(v(t, \cdot))\|_{p}=C(R)<\infty \\
\limsup _{h \longrightarrow 0} \sup _{|t-s|<h, s, t \leq T} \sup _{J(v) \in \Gamma_{R}} \sup _{t \in[0, T]} \| J\left(v(t, \cdot)-J(v(s, \cdot)) \|_{p}=0,\right. \\
\limsup _{|z| \longrightarrow 0} \sup _{J(v) \in \Gamma_{R}} \sup _{t \leq T}\|J(v(t, \cdot))-J(v(t, \cdot+z))\|_{p}=0 . \tag{4.24}
\end{array}
$$

Therefore Ascoli-Arzela's and Kolmogorov's theorems (see [5], Lemma 3.3) imply that the set $\Gamma_{R}$ is relatively compact in $C\left([0, T], L^{p}(\Theta)\right)$. Furthermore, given $\varepsilon>0$, assumptions (4.20) and (4.21) imply the existence of some $R>0$ such that

$$
1-\varepsilon \leq \inf _{n} \mathbb{P}\left(M_{n} \geq R\right) \leq \inf _{n} \mathbb{P}\left(J\left(\zeta_{n}\right) \in \Gamma_{n}\right) ;
$$

this concludes the proof.
¿From (4.19) and Lemma 4.2 (applied with $\gamma=q=\frac{\rho+2}{\rho+1}$ ), we deduce that the sequence of processes

$$
\int_{0}^{t} \int_{\Theta} S(t-s, x-y) b_{n}\left(u_{n}(s, y)\right) d y d s
$$

is uniformly tight in $C\left([0, T] ; L^{p}(\Theta)\right)$ for $q<p<\frac{2 q}{2-q}$, that is, for $\left.p \in\right] \frac{\rho+2}{\rho+1}, \frac{2(\rho+2)}{\rho}[$. On the other hand, Lemma 4.1 implies that the sequence $\left(\eta_{n}\right)$ is uniformly tight in the same space. Hence, (4.4) implies that the sequence $\left(u_{n}\right)$ itself is uniformly tight in $C\left([0, T] ; L^{p}(\Theta)\right)$. Thus, by Skorohod's theorem, given subsequences $\left(u_{m}\right)$ and $\left(u_{l}\right)$, there exist further subsequences $(m(k), l(k))$, a probability space $(\hat{\Omega}, \hat{\mathcal{F}}, \hat{\mathbb{P}})$ and a sequence of random elements $z_{k}:=\left(\tilde{u}_{k}, \bar{u}_{k}, \hat{F}_{k}\right)$ in $C\left([0, T] ; L^{p}(\Theta)\right)^{2} \times C\left([0, T] ; \mathcal{D}^{\prime}(\Theta)\right)$ such that $z_{k}$ converges $\hat{\mathbb{P}}$-a.s. to $z:=(\tilde{u}, \bar{u}, \hat{F})$ when $k \rightarrow+\infty$, and the laws of $z_{k}$ and $\left(u_{m(k)}, u_{l(k)}, F\right)$ are the same. Hence $\left(\hat{F}_{k}, \hat{\mathbb{P}}\right)$ is a Gaussian random field such that for every $i \geq 1$ :

$$
\begin{equation*}
\lim _{k} \sup _{t \in[0, T]}\left|\left\langle\hat{F}_{k}-\hat{F}, e_{i}\right\rangle(t)\right|=0 \hat{\mathbb{P}}-\text { a.s. } \tag{4.25}
\end{equation*}
$$

where $\left(e_{i} ; i \geq 1\right)$ is a complete orthonormal system of $\mathcal{H}$ made of elements of $\mathcal{E}$. Using Proposition 3.1, we will prove that $\bar{u}=\tilde{u}$ by checking that both satisfy (2.1) with $\hat{F}$ instead of $F$. Thus, for any $\varphi \in \mathcal{D}\left(\mathbb{R}_{+} \times \mathbb{R}^{2}\right)$ with compact support included in $[0, T] \times \Theta$,

$$
\begin{align*}
& \int_{0}^{T} \int_{\Theta}\left(\frac{\partial^{2} \varphi}{\partial t^{2}}-\Delta \varphi\right)(t, x) \tilde{u}_{k}(t, x) d t d x  \tag{4.26}\\
& =\int_{\Theta}\left(\varphi(0, x) v_{0}(x)-\frac{\partial \varphi}{\partial t}(0, x) u_{0}(x)\right) d x+\int_{0}^{T} \int_{\Theta} \varphi(t, x) \sigma\left(\tilde{u}_{k}(t, x)\right) \hat{F}_{k}(d t, d x) \\
& \quad+\int_{0}^{T} \int_{\Theta} \varphi(t, x) b_{m(k)}\left(\tilde{u}_{k}(t, x)\right) d t d x
\end{align*}
$$

Since $p>1$ and $\left(\tilde{u}_{k}\right)$ is bounded in $\mathcal{C}\left([0, T], L^{p}(\Theta)\right)$, the dominated convergence theorem implies that the left hand-side of (4.26) converges $\hat{\mathbb{P}}$-a.s. to the left hand-side of (2.1) with $\tilde{u}$ instead of $u$.

We now need the following technical results to study the right hand side of (4.26):

Lemma 4.3 Let

$$
\begin{equation*}
W^{i}(t):=\int_{0}^{T} \int_{\mathbb{R}^{2}} 1_{[0, t]} \otimes e_{i}(x) F(d x, d s) \tag{4.27}
\end{equation*}
$$

$\left(F_{n}, n \geq 1\right)$ be Gaussian processes with the same covariance as $F$, $W_{n}^{i}$ be defined like $W^{i}$ (with $F_{n}$ instead of $\left.\left.F\right), h_{n}(t, x) ; n \geq 1\right)($ resp. $h(t, x))$ be a sequence of $\left(\mathcal{F}_{t}^{n}\right)$ - adapted (resp. an $\mathcal{F}_{t}$-adapted) random fields. Suppose that for every $i \geq 1$,

$$
\begin{gather*}
\lim _{n} \sup _{t \in[0, T]}\left|W_{n}^{i}(t)-W^{i}(t)\right|=0 \text { in probability, }  \tag{4.28}\\
\mathbb{E}\left(\|h\|_{L^{2}([0, T] ; \mathcal{H})}^{2}\right)<\infty  \tag{4.29}\\
\lim _{n} \mathbb{E}\left(\left\|h_{n}-h\right\|_{L^{2}([0, T] ; \mathcal{H})}^{2}\right)=0 \tag{4.30}
\end{gather*}
$$

Then, for any $\varepsilon>0$,

$$
\begin{equation*}
\lim _{n} \mathbb{P}\left(\left|\int_{0}^{T} \int_{\mathbb{R}^{2}} h_{n}(s, y) F_{n}(d y, d s)-\int_{0}^{T} \int_{\mathbb{R}^{2}} h_{( }(s, y) F(d y, d s)\right|>\varepsilon\right)=0 \tag{4.31}
\end{equation*}
$$

Lemma 4.4 Let $\left(v_{n}\right)$ and $v$ be random fields satisfying, for some $p \in[\rho+1,+\infty[$ the following properties:

$$
\begin{gather*}
\int_{0}^{T} \int_{\Theta}|u(t, x)|^{p} d x d t<\infty \quad \text { a.s. }  \tag{4.32}\\
\lim _{n} \int_{0}^{T} \int_{\Theta}\left|u_{n}(t, x)-u(t, x)\right|^{p} d x d t=0 \quad \text { a.s. } \tag{4.33}
\end{gather*}
$$

Then for any $\phi \in C^{2}([0, T] \times \Theta)$ with compact support

$$
\begin{equation*}
\lim _{n} \int_{0}^{T} \int_{\Theta} \phi(t, x)\left[b_{n}\left(u_{n}(t, x)\right)-b(u(t, x))\right] d x d t=0 \text { a.s. } \tag{4.34}
\end{equation*}
$$

Suppose that these two results hold. Then Lemma 4.4 implies that for $\hat{\mathbb{P}}$-almost every $\omega$,

$$
\begin{equation*}
\lim _{k} \int_{0}^{T} \int_{\Theta} \phi(t, x)\left[b_{m(k)}\left(\tilde{u}_{k}(t, x)\right)-b(\tilde{u}(t, x))\right] d x d t=0 \tag{4.35}
\end{equation*}
$$

On the other hand, Lemma 4.3 applied with $h_{k}(t, x)=\varphi(t, x) \sigma\left(\tilde{u}_{k}(t, x)\right)$ shows that in $\hat{\mathbb{P}}$-probability

$$
\begin{equation*}
\lim _{k}\left(\int_{0}^{T} \int_{\mathbb{R}^{2}} \varphi(t, x) \sigma\left(\tilde{u}_{k}(t, x)\right) \hat{F}_{k}(d y, d s)-\int_{0}^{T} \int_{\mathbb{R}^{2}} \varphi(t, x) \sigma(\tilde{u}(t, x)) \hat{F}(d y, d s)\right)=0 \tag{4.36}
\end{equation*}
$$

Therefore, letting $k \longrightarrow+\infty$ in (4.26) yields that $\tilde{u}$ solves (2.1) with $\hat{F}$ instead of $F$. A similar argument shows that $\bar{u}$ solves the same equation. Therefore, by Proposition 3.1, we deduce that $\tilde{u}=\bar{u} \hat{\mathbb{P}}$-almost surely; hence the subsequences of $\left.C[0, T] ; L^{p}(\Theta)\right)$-valued random variable $\left(u_{m(k)}\right)$ and $\left(u_{l(k)}\right)$ converge weakly to the same limit. Using a result of Gyöngy and Krylov (see [5], Lemma 4.1), we conclude that $u_{n}$ converges in $\hat{\mathbb{P}}$-probability to some random variable $u \in C[0, T] ; L^{p}(\Theta)$ ).

Applying again the dominated convergence theorem, Lemma 4.3 with $F_{n}=F$ and $h_{n}(t, x)=\varphi(t, x) \sigma\left(u_{n}(t, x)\right)$, Lemma 4.4 and letting $n \longrightarrow+\infty$ in the weak formulation of (4.3), that is:

$$
\begin{align*}
& \int_{0}^{T} \int_{\Theta}\left(\frac{\partial^{2} \varphi}{\partial t^{2}}-\Delta \varphi\right)(t, x) u_{n}(t, x) d t d x \\
& =\int_{\Theta}\left(\varphi(0, x) v_{0}(x)-\frac{\partial \varphi}{\partial t}(0, x) u_{0}(x)\right) d x+\int_{0}^{T} \int_{\Theta} \varphi(t, x) \sigma\left(u_{n}(t, x)\right) F(d t, d x) \\
& \quad+\int_{0}^{T} \int_{\Theta} \varphi(t, x) b_{n}\left(u_{n}(t, x)\right) d t d x \tag{4.37}
\end{align*}
$$

we finally conclude that $u$ solves (2.1), which concludes the proof of existence.
It only remains to prove Lemmas 4.3 and 4.4.

Proof of Lemma 4.3: Note first that by definition $\left(W^{i}, i \geq 1\right)\left(\operatorname{resp} .\left(W_{n}^{i}, i \geq 1\right)\right)$ are sequences of independent standard Brownian motions. Furthermore, recall that $\mathcal{H}_{T}:=$ $L^{2}([0, T] ; \mathcal{H})$ is isomorphic to the reproducing kernel space of $F$ (resp. $F_{n}$ ) and that $F$ can be identified with the Gaussian process $\left\{W(h), h \in \mathcal{H}_{T}\right\}$ defined by

$$
W(h)=\sum_{j \geq 0} \int_{0}^{T}\left\langle h(s), e_{j}\right\rangle_{\mathcal{H}} d W^{j}(s) .
$$

Given $\varepsilon>0$, using (4.29), we choose $i_{0}$ such that

$$
\mathbb{E}\left(\sum_{i \geq i_{0}} \int_{0}^{T}\left\|h^{i}(s)\right\|_{\mathcal{H}}^{2} d s\right)<\varepsilon
$$

where $h^{i}(s)=\left\langle h(s, \cdot), e_{i}\right\rangle_{\mathcal{H}}$. Then using (4.30), we choose $n_{0}$ such that for $n \geq n_{0}$

$$
\mathbb{E}\left(\sum_{i \geq i_{0}} \int_{0}^{T}\left\|h_{n}^{i}(s)\right\|_{\mathcal{H}}^{2} d s\right)<2 \varepsilon
$$

The proof of (4.31) then reduces to checking that for any $\varepsilon>0$,

$$
\begin{equation*}
\lim _{n} \mathbb{P}\left(\sum_{i=1}^{i_{0}}\left|\int_{0}^{T} h_{n}^{i}(s) d W_{n}^{i}(s)-\int_{0}^{T} h^{i}(s) d W^{i}(s)\right|>\frac{\varepsilon}{3}\right)=0 . \tag{4.38}
\end{equation*}
$$

Clearly, (4.30) implies that for every $i \geq 1$

$$
\lim _{n} \mathbb{E}\left(\int_{0}^{T}\left|h_{n}^{i}(s)-h^{i}(s)\right|^{2} d s\right)=0
$$

Using (4.28), a generalization of Skorohod's argument (see e.g. [5], p.282) yields that for every $i \geq 1$ and $\varepsilon>0$

$$
\lim _{n} \mathbb{P}\left(\left|\int_{0}^{T} h_{n}^{i}(s) d W_{n}^{i}(s)-\int_{0}^{T} h^{i}(s) d W^{i}(s)\right|>\frac{\varepsilon}{3\left(i_{0}+1\right)}\right)=0 .
$$

This concludes the proof of (4.31).

Proof of Lemma 4.4: To prove (4.34), it clearly suffices to check that for $\phi \in C_{c}^{2}([0, T] \times$ $\Theta)$,

$$
\begin{equation*}
\lim _{n} \int_{0}^{T} \int_{\Theta} \phi(t, x)\left[b_{n}\left(u_{n}(t, x)\right)-b_{n}(u(t, x))\right] d x d t=0 \text { a.s. } \tag{4.39}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{n} \int_{0}^{T} \int_{\Theta} \phi(t, x)\left[b_{n}(u(t, x))-b(u(t, x))\right] d x d t=0 \text { a.s. } \tag{4.40}
\end{equation*}
$$

Using the Taylor formula, (A.1) in Lemma A.1, then Hölder's inequality with the conjugate exponents $p$ and $p^{\prime}=\frac{p}{p-1}$, (4.32) and (4.33) we obtain

$$
\begin{aligned}
& \left|\int_{0}^{T} \int_{\Theta} \phi(t, x)\left[b_{n}\left(u_{n}(t, x)\right)-b_{n}(u(t, x))\right] d x d t\right| \\
& \quad \leq C\|\phi\|_{\infty} \int_{0}^{T} \int_{\Theta}\left|u_{n}(t, x)-u(t, x)\right|\left(\left|u_{n}(t, x)\right|^{\rho}+|u(t, x)|^{\rho}\right) d x d t \\
& \quad \leq C\|\phi\|_{\infty}\left(\int_{0}^{T} \int_{\Theta}\left|u_{n}(t, x)-u(t, x)\right|^{p} d x d t\right)^{\frac{1}{p}}\left(\left\|u_{n}\right\|_{L^{p^{p} \rho([0, T] \times \Theta)}}^{\rho}+\|u\|_{L^{p^{\prime} \rho([0, T] \times \Theta)}}^{\rho}\right) \\
& \quad \leq C\|\phi\|_{\infty}\left\|u_{n}-u\right\|_{L^{p}([0, T] \times \Theta)},
\end{aligned}
$$

since $p>\rho+1$ and $\rho \in] 0,2\left[\right.$, so that $p^{\prime} \rho \leq p$; this proves (4.39). Furthermore, (4.32) implies that for any $\bar{p}<p$ we have

$$
|u(t, x)|^{\bar{p}} \in L^{\frac{p}{\bar{p}}}([0, T] \times \Theta) ;
$$

hence $|u(t, x)|^{\bar{p}}$ is uniformly integrable. Therefore, since $p>\rho+1$, given $\varepsilon>0$, we can choose $M \geq 1$ such that

$$
\iint_{|u(t, x)| \geq M}|u(t, x)|^{\rho+1} d x d t<\varepsilon .
$$

Hence, using the fact $b_{n}(r)=b(r)$ when $|r| \leq n$ and (A.2) in Lemma A.1, we conclude that for $n \geq M$,

$$
\begin{aligned}
& \left|\int_{0}^{T} \int_{\Theta} \phi(t, x)\left[b_{n}(u(t, x))-b(u(t, x))\right] d x d t\right| \\
& \quad \leq C\|\phi\|_{\infty} \iint_{|u(t, x)| \geq M}|u(t, x)|^{\rho+1} d x d t \leq C\|\phi\|_{\infty} \varepsilon .
\end{aligned}
$$

This concludes the proof of (4.40).

## A Appendix.

We begin this section by a technical result concerning the approximation $b_{n}$ of $-|r|^{\rho} r$ defined in section 4.

Lemma A. 1 For each $n \geq 1$, let $b_{n}$ and $B_{n}$ de defined by (4.1) and (4.2) respectively.
Then $b_{n}$ is a $C^{1}$, globally Lipschitz function on $\mathbb{R}, B_{n}$ is an even function and $\left|B_{n}\right|$ is an Orlicz function which satisfies ( $\Delta 2$ ). Furthermore:
(i) There exists a constant $C$ such that for every $r \in \mathbb{R}$,

$$
\begin{align*}
\sup _{n}\left|b_{n}^{\prime}(r)\right| & \leq C|r|^{\rho}  \tag{A.1}\\
\sup _{n}\left|b_{n}(r)\right| & \leq C|r|^{\rho+1} \tag{A.2}
\end{align*}
$$

(ii) There exists a constant $C$ such that for $q:=\frac{\rho+2}{\rho+1}$ and for every $n \geq 1$ and $r \in \mathbb{R}$

$$
\begin{equation*}
\left|b_{n}(r)\right|^{q} \leq C\left(1+\left|B_{n}(r)\right|\right) \leq C\left(1+|r|^{\rho+2}\right) . \tag{A.3}
\end{equation*}
$$

(iii) There exists a constant $C$ such that for every $n \geq 1, r_{1}, r_{2} \in \mathbb{R}$,

$$
\begin{equation*}
\left|b_{n}^{\prime}\left(r_{1}+r_{2}\right)\right|^{2} \leq C\left(1+\left|B_{n}\left(r_{1}\right)\right|+\left|r_{2}\right|^{2 \rho}\right) . \tag{A.4}
\end{equation*}
$$

(iv) There exists a constant $C$ such that for every $n \geq 1, r_{1}, r_{2} \in \mathbb{R}$,

$$
\begin{equation*}
\left|B_{n}\left(r_{1}+r_{2}\right)\right| \leq C\left(\left|B_{n}\left(r_{1}\right)\right|+\left|r_{2}\right|^{\rho+2}\right) . \tag{A.5}
\end{equation*}
$$

Proof: It is clear that $b_{n}$ is odd, so that $b_{n}^{\prime}$ and $B_{n}$ are even (since $B_{n}(0)=0$ ). On $] 0,+\infty\left[\right.$, the function $b(r)=-|r|^{\rho} r$ is negative, decreasing, so that $b_{n}$ is clearly decreasing on $\mathbb{R}$, negative on $] 0,+\infty[$ (resp. positive on $]-\infty, 0[)$. Furthermore, $\sup _{|r| \geq n}\left|b_{n}^{\prime}(r)\right|=$ $\left|b^{\prime}(n)\right|=(\rho+1) n^{\rho}$, which yields (A.1) and the fact that $b_{n}$ is globally Lipschitz. As for (A.2), it is simply obtained by integration of (A.1).

Now, as $B_{n}$ is even and $b_{n}$ is negative on $] 0,+\infty\left[,-B_{n}\right.$ is non-negative on $\mathbb{R}$ and its restriction to $[0+\infty[$ is clearly an Orlicz function which satisfies $(\Delta 2)$ (see [6] for basic results on Orlicz functions). If $|r| \leq n$, inequality (A.3) reduces to

$$
|r|^{q(\rho+1)} \leq C\left(1+|r|^{\rho+2}\right),
$$

which is clear given the value of $q$. If $|r| \geq n$, (A.3) can be deduced form

$$
\left(n^{\rho+1}+(\rho+1) n^{\rho}(|r|-n)\right)^{q} \leq C\left(n^{\rho+2}+n^{\rho+1}|r|+n^{\rho} r^{2}\right),
$$

which again is clear, given the value of $q$ and the fact that $n \leq|r|$.

We now prove (A.4). We remark that the corresponding inequality for $b$

$$
\begin{equation*}
\left|b^{\prime}\left(r_{1}+r_{2}\right)\right|^{2} \leq C\left(1+\left|B\left(r_{1}\right)\right|+\left|r_{2}\right|^{2 \rho}\right), \tag{A.6}
\end{equation*}
$$

is satisfied insofar as $\rho \leq 2$ ( $B$ being the antiderivative of $b$ which is zero at $r=0)$. This fact will be used in the sequel.

- If $\left|r_{1}+r_{2}\right| \leq n$ : Then there are 3 subcases:
(a) If $\left|r_{1}\right| \leq n$, then (A.6) yields

$$
\left|b_{n}^{\prime}\left(r_{1}+r_{2}\right)\right|^{2}=\left|b^{\prime}\left(r_{1}+r_{2}\right)\right|^{2} \leq C\left(1+\left|B\left(r_{1}\right)\right|+\left|r_{2}\right|^{2 \rho}\right),
$$

and, as $\left|r_{1}\right| \leq n,\left|B\left(r_{1}\right)\right|=\left|B_{n}\left(r_{1}\right)\right|$.
(b) If $r_{1} \geq n$, since $r_{1}+r_{2} \leq n$, we have $0 \leq r_{1}-n \leq-r_{2}$, which means in particular that $r_{2} \leq 0$. Furthermore, $\left|B_{n}\right|$ increases on $[0,+\infty[$, so that

$$
\begin{aligned}
\left|b_{n}^{\prime}\left(r_{1}+r_{2}\right)\right|^{2} & =\left|b^{\prime}\left(r_{1}+r_{2}-n+n\right)\right|^{2} \\
& \leq C\left(1+|B(n)|+\left|r_{1}+r_{2}-n\right|^{2 \rho}\right) \\
& =C\left(1+\left|B_{n}(n)\right|+\left|r_{1}+r_{2}-n\right|^{2 \rho}\right) \\
& \leq C\left(1+\left|B_{n}\left(r_{1}\right)\right|+2^{2 \rho-1}\left|r_{2}\right|^{2 \rho}+2^{2 \rho-1}\left|r_{1}-n\right|^{2 \rho}\right)
\end{aligned}
$$

and since $\left|r_{1}-n\right| \leq\left|r_{2}\right|$, we have

$$
\left|b_{n}^{\prime}\left(r_{1}+r_{2}\right)\right|^{2} \leq C\left(1+\left|B_{n}\left(r_{1}\right)\right|+\left|r_{2}\right|^{2 \rho}\right) .
$$

(c) If $r_{1} \leq-n$, since $-n \leq r_{1}+r_{2}$, we clearly have $r_{2} \geq-n-r_{1}=\left|r_{1}+n\right|$.

This implies

$$
\begin{aligned}
\left|b_{n}^{\prime}\left(r_{1}+r_{2}\right)\right|^{2} & =\left|b^{\prime}\left(\left(r_{1}+r_{2}+n\right)+(-n)\right)\right|^{2} \\
& \leq C\left(1+|B(-n)|+\left|r_{1}+r_{2}+n\right|^{2 \rho}\right) \\
& \leq C\left(1+\left|B_{n}\left(r_{1}\right)\right|+2^{2 \rho-1}\left|r_{2}\right|^{2 \rho}+2^{2 \rho-1}\left|r_{1}+n\right|^{2 \rho}\right),
\end{aligned}
$$

and we conclude as in case (b).
-If $r_{1}+r_{2} \geq n$ : Then we have

$$
\left|b_{n}^{\prime}\left(r_{1}+r_{2}\right)\right|^{2}=\left|b^{\prime}(n)\right|^{2} .
$$

(a) If $\left|r_{1}\right| \leq n$, we have $0 \leq n-r_{1} \leq r_{2}$ and (A.6) used with $r_{2}=n-r_{1}$ yields

$$
\begin{aligned}
\left|b^{\prime}(n)\right|^{2} & \leq C\left(1+\left|B\left(r_{1}\right)\right|+\left|n-r_{1}\right|^{2 \rho}\right)=C\left(1+\left|B_{n}\left(r_{1}\right)\right|+\left|n-r_{1}\right|^{2 \rho}\right) \\
& \leq C\left(1+\left|B_{n}\left(r_{1}\right)\right|+\left|r_{2}\right|^{2 \rho}\right) .
\end{aligned}
$$

(b) If $r_{1} \geq n$, since $\left|B_{n}\right|$ increases on $\left[0,+\infty\left[\right.\right.$, using (A.6) with $r_{2}=0$ we obtain:

$$
\left|b^{\prime}(n)\right|^{2} \leq C(1+|B(n)|) \leq C\left(1+\left|B_{n}\left(r_{1}\right)\right|+\left|r_{2}\right|^{2 \rho}\right) .
$$

(c) Finally, if $r_{1} \leq-n$, we have $r_{2} \geq n-r_{1} \geq 2 n$; (A.6) used with $r_{1}=-n$ and $r_{2}=2 n$ yields

$$
\left|b^{\prime}(n)\right|^{2} \leq C\left(1+|B(-n)|+|2 n|^{2 \rho}\right) \leq C\left(1+\left|B_{n}(-n)\right|+\left|r_{2}\right|^{2 \rho}\right),
$$

which the required result.

The case $r_{1}+r_{2} \leq-n$, which is similar, is omitted.

We finally prove (A.5). We remark that the same inequality holds trivially for $B$ instead of $B_{n}$. As before, we divide the proof into several cases.

- If $\left|r_{1}+r_{2}\right| \leq n$, then
(a) If $\left|r_{1}\right| \leq n$, we deduce

$$
\left|B_{n}\left(r_{1}+r_{2}\right)\right|=\left|B\left(r_{1}+r_{2}\right)\right| \leq C\left(\left|B\left(r_{1}\right)\right|+\left|r_{2}\right|^{\rho+2}\right)=C\left(\left|B_{n}\left(r_{1}\right)\right|+\left|r_{2}\right|^{\rho+2}\right) .
$$

(b) If $r_{1} \geq n$, we have $0 \leq r_{1}-n \leq-r_{2}$, that is $\left|r_{1}-n\right| \leq\left|r_{2}\right|$. Hence

$$
\begin{aligned}
\left|B_{n}\left(r_{1}+r_{2}\right)\right| & =\left|B\left(r_{1}+r_{2}\right)\right| \leq C\left[|B(n)|+\left|r_{2}+r_{1}-n\right|^{\rho+2}\right] \\
& \leq C\left[\left|B_{n}(n)\right|+2^{\rho+1}\left(\left|r_{2}\right|^{\rho+2}+\left|r_{1}-n\right|^{\rho+2}\right]\right. \\
& \leq C\left[\left.B_{n}\left(r_{1}\right)\left|+2^{\rho+2}\right| r_{2}\right|^{\rho+2}\right]
\end{aligned}
$$

(since $\left|B_{n}\right|$ increases on $[0,+\infty[$ ).
(c) The case $r_{1} \leq-n$ is similarly dealt with.

- If $r_{1}+r_{2} \geq n$, then there exists a constant C (which does not depend on $n$ ) such that

$$
\begin{equation*}
\left|B_{n}\left(r_{1}+r_{2}\right)\right|=\left|-\frac{n^{\rho+2}}{\rho+2}-n^{\rho+1}\left(r_{1}+r_{2}-n\right)-\frac{\rho+1}{2} n^{\rho}\left(r_{1}+r_{2}-n\right)^{2}\right| \leq C\left|r_{1}+r_{2}\right|^{\rho+2} . \tag{A.7}
\end{equation*}
$$

(a) If $\left|r_{1}\right| \leq n$, then $\left|B_{n}\left(r_{1}\right)\right|=\frac{\left|r_{1}\right|^{\rho+2}}{\rho+2}$ and we have

$$
\left|B_{n}\left(r_{1}+r_{2}\right)\right| \leq C\left(\left|B_{n}\left(r_{1}\right)\right|+\left|r_{2}\right|^{\rho+2}\right) .
$$

(b) If $r_{1} \geq n$, then

$$
B_{n}\left(r_{1}+r_{2}\right)=B_{n}\left(r_{1}\right)-n^{\rho+1} r_{2}-\frac{\rho+1}{2} n^{\rho} r_{2}\left[2\left(r_{1}-n\right)+r_{2}\right] .
$$

Since $\left|B_{n}\right|$ increases on $\left[0,+\infty\left[\right.\right.$, if $\left|r_{2}\right| \leq n$ we clearly obtain

$$
\begin{aligned}
\left|B_{n}\left(r_{1}+r_{2}\right)\right| & \leq\left|B_{n}\left(r_{1}\right)\right|+C\left(\frac{n^{\rho+2}}{\rho+2}+n^{\rho+1}\left(r_{1}-n\right)\right) \\
& \leq C\left|B_{n}\left(r_{1}\right)\right| \leq C\left(\left|B_{n}\left(r_{1}\right)\right|+\left|r_{2}\right|^{\rho+2}\right) .
\end{aligned}
$$

If on the contrary $\left|r_{2}\right| \geq n$, using Schwarz's inequality, we obtain

$$
\begin{aligned}
\left|B_{n}\left(r_{1}+r_{2}\right)\right| & \leq\left|B_{n}\left(r_{1}\right)\right|+C\left|r_{2}\right|^{\rho+2}+2 n^{\rho}\left|r_{2}\right|\left|r_{1}-n\right| \\
& \leq\left|B_{n}\left(r_{1}\right)\right|+C\left|r_{2}\right|^{\rho+2}+C n^{\rho}\left(\left|r_{1}-n\right|^{2}+r_{2}^{2}\right) \\
& \leq C\left(\left|B_{n}\left(r_{1}\right)+\left|r_{2}\right|^{\rho+2}\right) .\right.
\end{aligned}
$$

(c) Finally, if $r_{1} \leq-n$, then $r_{2} \geq 2 n$ and

$$
B_{n}\left(r_{1}\right)=-\frac{n^{\rho+2}}{\rho+2}+n^{\rho+1}\left(r_{1}+n\right)-\frac{\rho+1}{2} n^{\rho}\left(r_{1}+n\right)^{2} .
$$

Hence, we have

$$
\begin{aligned}
\left|B_{n}\left(r_{1}+r_{2}\right)\right| & \leq\left|B_{n}\left(r_{1}\right)\right|+C n^{\rho+1}\left|r_{2}-2 n\right|+C n^{\rho}\left(r_{2}-2 n\right)^{2} \\
& \leq C\left(\left|B_{n}\left(r_{1}\right)\right|+\left|r_{2}\right|^{\rho+2} .\right.
\end{aligned}
$$

The last case $r_{1}+r_{2} \leq-n$ is similarly dealt with. This concludes the proof.

We now prove a series of technical results on the fundamental solution $S$ of the classical wave equation in the plane. Let $q \geq 1, \mathbf{V}$ be an open subset of $\mathbb{R}^{2}$ (not necessarily bounded), let $v \in L^{\infty}\left([0, T] ; L^{q}(\mathbf{V})\right)$ and set

$$
\begin{equation*}
J(v)(t, x):=\int_{0}^{t} \int_{\mathbf{V}} S(t-s, x-y) v(s, y) d y d s \tag{A.8}
\end{equation*}
$$

To lighten the notation, we shall denote by $\|\cdot\|_{p}$ the usual norm in $L^{p}(\mathbf{V})$. The following lemma provides continuity properties for the operator $J$.

Lemma A. 2 Let $p, q \in\left[1,+\infty\left[\right.\right.$ be such that $\left.\kappa:=1+\frac{1}{p}-\frac{1}{q} \in\right] \frac{1}{2}, 1[, T>0, \gamma \in[1,+\infty[$ and $v \in L^{\gamma}\left([0, T] ; L^{q}(\mathbf{V})\right)$. Then there exist constants $C_{i}, 1 \leq i \leq 5$, which do not depend on $\mathbf{V}$ and such that:
(i) For $t \in[0, T]$ and $\gamma>(2 \kappa)^{-1}$,

$$
\begin{equation*}
\|J(v)(t, \cdot)\|_{p} \leq C_{1} \int_{0}^{t}(t-s)^{2 \kappa-1}\|v(s, \cdot)\|_{q} d s \leq C_{2} t^{2 \kappa-\frac{1}{\gamma}}\left(\int_{0}^{t}\|v(s, \cdot)\|_{q}^{\gamma} d s\right)^{\frac{1}{\gamma}} \tag{A.9}
\end{equation*}
$$

(ii) For $\bar{\kappa} \in] 0, \kappa-\frac{1}{2}\left[\right.$ and $z \in \mathbb{R}^{2}$,

$$
\begin{align*}
\|J(v)(t, \cdot)-J(v)(t, \cdot+z)\|_{p} & \leq C_{3}|z|^{\bar{\kappa}} \int_{0}^{t}(t-s)^{\bar{\kappa}} \| v\left(s, \cdot \|_{q} d s\right. \\
& \leq C_{4}|z|^{\bar{\kappa}} t^{\bar{\kappa}+1-\frac{1}{\gamma}}\left(\int_{0}^{t}\|v(s, \cdot)\|_{q}^{\gamma} d s\right)^{\frac{1}{\gamma}}(. \tag{A.10}
\end{align*}
$$

(iii) For $\bar{\kappa} \in] 0, \kappa-\frac{1}{2}[$ and $\gamma \in] 1, \infty[$,

$$
\begin{equation*}
\|J(v)(t, \cdot)-J(v)(s, \cdot)\|_{p} \leq C_{5}|t-s|^{\bar{\kappa} \wedge\left(\frac{\gamma-1}{\gamma}\right)}\left(\int_{0}^{s \vee t}\|v(r, \cdot)\|_{q}^{\gamma} d r\right)^{\frac{1}{\gamma}} \tag{A.11}
\end{equation*}
$$

Remark A.2: If $\gamma=+\infty, p>2 \rho$ and $q=\frac{p}{\rho+1}$, we have $\kappa>\frac{1}{2}$. Thus (A.11) yields the existence of $\delta>0$ such that $J$ is a bounded linear operator from $L^{\infty}\left([0, T] ; L^{q}(\mathbf{V})\right)$ into $C^{\delta}\left([0, T] ; L^{p}(\mathbf{V})\right)$.

Proof: (i) We first remark that $\|S(t, \cdot)\|_{r}$ is convergent if and only if $r<2$, and that

$$
\begin{equation*}
\|S(t, \cdot)\|_{r}^{r} \leq C t^{2-r} \tag{A.12}
\end{equation*}
$$

where the constant $C$ does not depend on $\mathbf{V}$. Using Minkovski's inequality, then Young's inequality for $\frac{1}{p}=\frac{1}{q}+\frac{1}{r}-1, \kappa=\frac{1}{r}$, we deduce

$$
\begin{aligned}
\|J(v)(t, \cdot)\|_{p} & \leq C \int_{0}^{t}\|S(t-s, \cdot) \star v(s, \cdot)\|_{p} d s \leq C \int_{0}^{t}\|S(t-s, \cdot)\|_{r}\|v(s, \cdot)\|_{q} d s \\
& \leq C \int_{0}^{t}(t-s)^{2 \kappa-1}\|v(s, \cdot)\|_{q} d s
\end{aligned}
$$

Then Hölder's inequality concludes the proof of (A.9).
(ii) A similar computation yields

$$
\|J(v)(t, \cdot)-J(v)(t, \cdot+z)\|_{p} \leq C \int_{0}^{t}\|S(t-s, \cdot)-S(t-s, \cdot+z)\|_{r}\|v(s, \cdot)\|_{q} d s
$$

Using the proof of Lemma A. 4 in [10], we conclude that for $1<r<2$ and $0<\bar{r}<1-\frac{r}{2}$,

$$
\begin{equation*}
A_{1}=\int_{|y+z|<|y|<s}\left|\frac{1}{\sqrt{s^{2}-|y|^{2}}}-\frac{1}{\sqrt{s^{2}-|y+z|^{2}}}\right|^{r} d y \leq C|z|^{\bar{r}} s^{\bar{r}} . \tag{A.13}
\end{equation*}
$$

On the other hand, the triangular inequality implies that if $|y+z|>s$ and $|y|<s$, we have $(s-|z|)^{+}<|y|<s$, so that

$$
\begin{align*}
A_{2} & =\int_{|y|<s<|y+z|}\left(s^{2}-|y|^{2}\right)^{-\frac{r}{2}} d y \leq C \int_{(s-|z|)^{+}}^{s}\left(s^{2}-v^{2}\right)^{-\frac{r}{2}} v d v \\
& \leq C s^{1-\frac{r}{2}}|z|^{1-\frac{r}{2}} \tag{A.14}
\end{align*}
$$

The inequalities (A.13) and (A.14) imply that for $0<\bar{\kappa}<\frac{1}{r}-\frac{1}{2}=\kappa-\frac{1}{2}$,

$$
\|S(s, .)-S(s, .+z)\|_{r} \leq C\left(A_{1}+A_{2}\right) \leq C|z|^{\bar{\kappa}} s^{\bar{\kappa}}
$$

and hence

$$
\|J(v)(t, \cdot)-J(v)(t, \cdot+z)\|_{p} \leq C \int_{0}^{t}|z|^{\bar{\kappa}}(t-s)^{\bar{\kappa}}\|v(s, \cdot)\|_{q} d s
$$

Again, Hölder's inequality concludes the proof of (A.10).
(iii) Similar computations yield, for $0 \leq s \leq t \leq T$

$$
\begin{aligned}
\|J(v)(t, \cdot)-J(v)(s, \cdot)\|_{p} \leq \int_{0}^{s} & \|S(t-u, \cdot)-S(s-u, \cdot)\|_{r}\|v(u, \cdot)\|_{q} d u \\
& +\int_{s}^{t}\|S(t-u, \cdot)\|_{r}\|v(u, \cdot)\|_{q} d u
\end{aligned}
$$

Fix $\lambda \in] 0 ; \kappa-\frac{1}{2}\left[\right.$; then, for $0 \leq t^{\prime}<t \leq T$, we have

$$
\begin{aligned}
& \int_{|z|<t^{\prime}}\left|\frac{1}{\sqrt{t^{\prime 2}-|z|^{2}}}-\frac{1}{\sqrt{t^{2}-|z|^{2}}}\right|^{r} d z \\
& \leq C \int_{0}^{t^{\prime}}\left(\frac{t^{2}-t^{\prime 2}}{\left(t^{\prime 2}-v^{2}\right)^{\frac{1}{2}}\left(t^{2}-v^{2}\right)^{\frac{1}{2}}\left[\left(t^{\prime 2}-v^{2}\right)+\left(t^{2}-v^{2}\right)\right]^{\frac{1}{2}}}\right)^{\lambda r} \\
& \quad\left(\frac{1}{\left(t^{\prime 2}-v^{2}\right)^{\frac{1}{2}}}+\frac{1}{\left(t^{2}-v^{2}\right)^{\frac{1}{2}}}\right)^{(1-\lambda) r} v d v \\
& \leq C\left|t-t^{\prime}\right|^{\lambda r} \int_{0}^{t^{\prime}} \frac{v d v}{\left(t^{\prime 2}-v^{2}\right)^{\frac{3 \lambda r}{2}+\frac{(1-\lambda) r}{2}}} \\
& \leq C\left|t-t^{\prime}\right|^{\lambda r} t^{\prime 2-r-2 \lambda r} .
\end{aligned}
$$

Hence, using (A.12) for the second term, we deduce

$$
\begin{aligned}
& \|J(v)(t, \cdot)-J(v)(s, \cdot)\|_{p} \\
& \quad \leq C\left\{\int_{0}^{s}(t-s)^{\lambda}(s-u)^{2 \kappa-1-2 \lambda}\|v(u, \cdot)\|_{q} d u+\int_{s}^{t} u^{2 \kappa-1}\|v(u, \cdot)\|_{q} d u\right\} .
\end{aligned}
$$

Thus, Hölder's inequality implies that for $\gamma \in] 1,+\infty[$,

$$
\begin{aligned}
& \|J(v)(t, \cdot)-J(v)(s, \cdot)\|_{p} \\
& \quad \leq C\left\{(t-s)^{\lambda}\left(\int_{0}^{s}\|v(u, \cdot)\|_{q}^{\gamma} d s\right)^{\frac{1}{\gamma}}+(t-s)^{\frac{\gamma-1}{\gamma}}\left(\int_{s}^{t}\|v(u, \cdot)\|_{q}^{\gamma} d s\right)^{\frac{1}{\gamma}}\right\} .
\end{aligned}
$$

This completes the proof of (A.11).

The following upper estimate for the increments of the Green function $S$ has been proved in [9], Lemmas A. 2 and A.6. Suppose that $f$ satisfies $\left(H_{\beta}\right)$; then for $\left.\delta \in\right] 0, \beta \wedge 1[$, $0 \leq t \leq t^{\prime} \leq T, x, x^{\prime} \in \mathbb{R}^{2}:$

$$
\begin{equation*}
\int_{0}^{T}\left\|S(t-s, x-\cdot)-S\left(t^{\prime}-s, x^{\prime}-\cdot\right)\right\|_{\mathcal{H}}^{2} d s \leq C\left(\left|t-t^{\prime}\right|+\left|x-x^{\prime}\right|\right)^{\delta} \tag{A.15}
\end{equation*}
$$

The following lemma provides an upper estimate of an integral generalizing the function $J(s)$ introduced in [10], identity (A.1).

Lemma A. 3 For $s \in[0, T], \lambda>0$ and $p \in[1,+\infty[$, set

$$
I(s):=\int_{\mathbb{R}^{2}} \int_{\mathbb{R}^{2}} S(s, y)^{p} f(|y-z|)^{\lambda} S(s, z)^{p} d y d z
$$

(a) Suppose that $f(r)=r^{-\alpha}$ for some $\left.\alpha \in\right] 0 ; 2[$. Then for $1 \leq p<2 \wedge(3-\lambda \alpha) \wedge(4-2 \lambda \alpha)$, one has

$$
\begin{equation*}
I(s) \leq C s^{4-2 p-\lambda \alpha} \tag{A.16}
\end{equation*}
$$

(b) Suppose that the function $f$ satisfies $\left(\mathbf{H}_{\beta}\right)$ for $\left.\beta \in\right] 0,2[$. If $\lambda \in] 0,1[$ and $1 \leq p<$ $2 \wedge(3-2 \lambda) \wedge[4-2 \lambda(2-\beta)] \wedge\left(\frac{5}{2}-\lambda\right)$, then one has

$$
\begin{equation*}
I(s) \leq C s^{4-2 p-\lambda(2-\beta)} \tag{A.17}
\end{equation*}
$$

Proof: The change of variables $x=\left(u \cos \left(\theta_{0}\right), u \sin \left(\theta_{0}\right)\right), z=\left(v \cos \left(\theta+\theta_{0}\right), v \sin \left(\theta+\theta_{0}\right)\right)$ and $r=\cos (\theta)$ used in the proof of Lemma A. 1 in [10] and Fubini's theorem yield

$$
\begin{aligned}
I(s) & \leq C \int_{0}^{s} \frac{u d u}{\left(s^{2}-u^{2}\right)^{\frac{p}{2}}} \int_{0}^{2 u} v f(v)^{\lambda} d v \int_{\frac{v}{2 u}}^{1} \frac{d r}{(1-r)^{\frac{1}{2}}\left(s^{2}-u^{2}-v^{2}+2 u v r\right)^{\frac{p}{2}}} \\
& \leq C\left(I_{1}(s)+I_{2}(s)\right)
\end{aligned}
$$

where

$$
\begin{aligned}
& I_{1}(s)=\int_{0}^{2 s} v f(v)^{\lambda} d v \int_{\frac{v}{2}}^{s} \frac{u^{\frac{3}{2}} d u}{\left(s^{2}-u^{2}\right)^{\frac{p}{2}}\left(u-\frac{v}{2}\right)^{\frac{1}{2}}} \int_{\frac{v}{2 u}}^{\frac{1}{2}\left(1+\frac{v}{2 u}\right)} \frac{d r}{\left(s^{2}-u^{2}-v^{2}+2 u v r\right)^{\frac{p}{2}}}, \\
& I_{2}(s)=\int_{0}^{2 s} v f(v)^{\lambda} d v \int_{\frac{v}{2}}^{s} \frac{u d u}{\left(s^{2}-u^{2}\right)^{\frac{p}{2}}\left[\left(s^{2}-u^{2}\right)+v\left(u-\frac{v}{2}\right)\right]^{\frac{p}{2}}} \int_{\frac{1}{2}\left(1+\frac{v}{2 u}\right)}^{1} \frac{d r}{(1-r)^{\frac{1}{2}}} .
\end{aligned}
$$

Since $p<2$, for $r \leq \frac{1}{2}\left(1+\frac{v}{2 u}\right)$ one has

$$
\left(s^{2}-u^{2}-v^{2}+2 u v r\right)^{1-\frac{p}{2}} \leq\left[s^{2}-\left(u-\frac{v}{2}\right)^{2}-\frac{v^{2}}{4}\right]^{1-\frac{p}{2}} \leq s^{2-p}
$$

and hence, since $\ln (1+x) \leq C x^{b}$ for $x>0$ and $\left.b \in\right] 0,1-\frac{p}{2}[$,

$$
\begin{align*}
I_{1}(s) & \leq \int_{0}^{2 s} v f(v)^{\lambda} d v \int_{\frac{v}{2}}^{s} \frac{u^{\frac{3}{2}} d u}{\left(s^{2}-u^{2}\right)^{\frac{p}{2}}\left(u-\frac{v}{2}\right)^{\frac{1}{2}}} \int_{\frac{v}{2 u}}^{\frac{1}{2}\left(1+\frac{v}{2 u}\right)} \frac{s^{2-p} d r}{s^{2}-u^{2}-v^{2}+2 u v r} \\
& \leq s^{2-p} \int_{0}^{2 s} f(v)^{\lambda} d v \int_{\frac{v}{2}}^{s} \frac{u^{\frac{1}{2}}}{\left(s^{2}-u^{2}\right)^{\frac{p}{2}}\left(u-\frac{v}{2}\right)^{\frac{1}{2}}} \ln \left(1+\frac{v\left(u-\frac{v}{2}\right)}{s^{2}-u^{2}}\right) d u \\
& \leq s^{2-p} \int_{0}^{2 s} v^{b} f(v)^{\lambda} d v \int_{\frac{v}{2}}^{s} s^{\frac{1}{2}}\left(u-\frac{v}{2}\right)^{b-\frac{1}{2}}(s-u)^{-b-\frac{p}{2}} s^{-b-\frac{p}{2}} d u \\
& \leq C s^{\frac{5}{2}-\frac{3 p}{2}-b} \int_{0}^{2 s} v^{b} f(v)^{\lambda}\left(s-\frac{v}{2}\right)^{\frac{1}{2}-\frac{p}{2}} d v . \tag{A.18}
\end{align*}
$$

In the last inequality, we have used the fact that for $x_{1}<x_{2}$,

$$
\int_{x_{1}}^{x_{2}}\left(x-x_{1}\right)^{r_{1}}\left(x_{2}-x\right)^{r_{2}} d x= \begin{cases}C_{r_{1}, r_{2}}\left(x_{2}-x_{1}\right)^{1+r_{1}+r_{2}} & \text { if } r_{1}>-1 \text { and } r_{2}>-1  \tag{A.19}\\ +\infty & \text { otherwise }\end{cases}
$$

On the other hand, let $p-1<\gamma<\frac{3}{2}$; using again (A.19), we obtain

$$
\begin{align*}
I_{2}(s) & \leq C \int_{0}^{2 s} v f(v)^{\lambda} d v \int_{\frac{v}{2}}^{s} u^{\frac{1}{2}}\left(u-\frac{v}{2}\right)^{\frac{1}{2}}\left(s^{2}-u^{2}\right)^{-p+\gamma}\left[v\left(u-\frac{v}{2}\right)\right]^{-\gamma} d u \\
& \leq C s^{\frac{1}{2}-p+\gamma} \int_{0}^{2 s} v^{1-\gamma} f(v)^{\lambda}\left(s-\frac{v}{2}\right)^{\frac{3}{2}-p} d v \tag{A.20}
\end{align*}
$$

We then consider separately the two cases:
(a) If $f(r)=r^{-\alpha}$, from (A.19) we deduce that the right hand side of (A.18) converges if and only if $b-\lambda \alpha>-1$ and $\frac{1}{2}-\frac{p}{2}>-1$; then it is equal to $C s^{4-2 p-\lambda \alpha}$. The constraints
on $b: 0 \vee(\lambda \alpha-1)<b<1-\frac{p}{2}$ and $p<3$ are compatible if and only if $p<2 \wedge(4-2 \lambda \alpha)$. On the other hand, the right hand side of (A.20) converges if and only if $1-\gamma-\lambda \alpha>-1$, $\frac{3}{2}-p>-1$. The constraints on $\gamma: p-1<\gamma<\frac{3}{2}, 1-\gamma-\lambda \alpha>-1$ and $p<\frac{5}{2}$ are compatible if and only if $p<\frac{5}{2} \wedge(3-\lambda \alpha)$. This concludes the proof of (A.16).
(b) If $\left(\mathbf{H}_{\beta}\right)$ holds and $0<\lambda<1$, Hölder's inequality implies that

$$
\int_{0}^{2 s} v^{b} f(v)^{\lambda}\left(s-\frac{v}{2}\right)^{\frac{1}{2}-\frac{p}{2}} d v \leq\left(\int_{0}^{2 s} v^{1-\beta} f(v) d v\right)^{\lambda} \times\left(\int_{0}^{2 s} v^{\frac{b-\lambda(1-\beta)}{1-\lambda}}\left(s-\frac{v}{2}\right)^{\frac{1-p}{2(1-\lambda)}} d v\right)^{1-\lambda} .
$$

Thus (A.19) implies that the last integral converges if and only if $b-\lambda(1-\beta)>-1+\lambda$ and $1-p>-2+2 \lambda$, for $0<b<1-\frac{p}{2}$; then it is equal to $C s^{b-\lambda(1-\beta)+\frac{1-p}{2}+1-\lambda}$. The constraints on $b, p, \beta$ are compatible if and only if $p<(3-2 \lambda) \wedge(4-2 \lambda(2-\beta))$, and $I_{1}(s)$ is dominated by $C s^{4-2 p-\lambda(2-\beta)}$. On the other hand, using again Hölder's inequality, we obtain for $p-1<\gamma<\frac{3}{2}$,
$\int_{0}^{2 s} v^{1-\gamma} f(v)^{\lambda}\left(s-\frac{v}{2}\right)^{\frac{3}{2}-p} d v \leq\left(\int_{0}^{2 s} v^{1-\beta} f(v) d v\right)^{\lambda} \times\left(\int_{0}^{2 s} v^{\frac{1-\gamma-\lambda(1-\beta)}{1-\lambda}}\left(s-\frac{v}{2}\right)^{\frac{3-2 p}{2(1-\lambda)}} d v\right)^{1-\lambda}$. The last integral converges if and only if $1-\gamma-\lambda(1-\beta)>-1+\lambda$ and $\frac{3}{2}-p>-1+\lambda$, and is equal to $C s^{1-\gamma-\lambda(1-\beta)+\frac{3}{2}-p+1-\lambda}$. The constraints on $p, \gamma, \lambda$ are compatible for $\left.\lambda \in\right] 0 ; 1[$ if $p<2 \wedge(3-\lambda(2-\beta)) \wedge\left(\frac{5}{2}-\lambda\right)$ and yield $I_{2}(s) \leq C s^{4-2 p-\lambda(2-\beta)}$. Finally, in order to obtain (A.17), we need $\lambda \in] 0,1\left[\right.$ and $1 \leq p<2 \wedge(3-\lambda(2-\beta)) \wedge\left(\frac{5}{2}-\lambda\right) \wedge(4-2 \lambda(2-\beta))$.

Finally, the following lemma provides a useful tool to estimate the moments of stochastic integrals with respect to $F$ :

Lemma A. 4 Let $\left(\Delta(s, x) ; s \in[0 ; T], x \in \mathbb{R}^{2}\right)$ be a continuous random process such that $\operatorname{supp}(\Delta(s, \cdot)) \subset D(s)$ for every $s \in[0, T]$. For $p \in[2,+\infty[$, set

$$
I:=\int_{D(t)} d x\left|\int_{0}^{t}\|S(t-s, x-\cdot) \Delta(s, \cdot)\|_{\mathcal{H}}^{2} d s\right|^{\frac{p}{2}}
$$

Then
(i) If $f(r)=r^{-\alpha}, 0<\alpha<2$ and $2 \vee\left(\frac{8}{5-2 \alpha}\right)<p<+\infty$, then there exists some $\delta>-1$ such that

$$
\begin{equation*}
I \leq C \int_{0}^{t}(t-s)^{\delta}\left(\int_{D(s)}|\Delta(s, x)|^{p} d x\right) d s \tag{A.21}
\end{equation*}
$$

(ii) If $\left(\mathbf{H}_{\beta}\right)$ holds for some $\left.\beta \in\right] 0,2[$, then for $p \in] 8,+\infty[$, (A.21) holds for some $\delta>-1$.

Proof: Let $\left.p_{1} \in\right] 1,+\infty\left[\right.$ and $\left.p_{2} \in\right] 1, p[$ be conjugate exponents, and let $\lambda \in] 0,1[$. Hölder's inequality implies

$$
\begin{equation*}
I \leq \int_{D(t)}\left|\int_{0}^{t} I_{1}(s, x)^{\frac{1}{p_{1}}} I_{2}(s, x)^{\frac{1}{p_{2}}} d s\right|^{\frac{p}{2}} d x \tag{A.22}
\end{equation*}
$$

where

$$
\begin{aligned}
& I_{1}(s, x)=\iint S(t-s, x-y)^{p_{1}} f(|x-y|)^{\lambda p_{1}} S(t-s, x-z)^{p_{1}} d y d z \\
& I_{2}(s, x)=\int_{D(s)} \int_{D(s)}|\Delta(s, y)|^{p_{2}} f(|y-z|)^{(1-\lambda) p_{2}}|\Delta(s, z)|^{p_{2}} d y d z
\end{aligned}
$$

Let $\left.a:=\frac{p}{p_{2}} \in\right] 1,+\infty[$ and $b \in] 1,+\infty\left[\right.$ be such that $\frac{1}{a}+\frac{1}{b}-1=1-\frac{1}{a}$. Hölder's and Young's inequalities imply that for $s \in[0, T]$ and $x \in K$,

$$
\begin{align*}
I_{2}(s, x) & \leq\left(\int_{D(s)}|\Delta(s, y)|^{a p_{2}} d y\right)^{\frac{1}{a}}\left(\left.\int_{D(s)}\left|\int_{D(s)}\right| f(|y-z|)^{(1-\lambda) p_{2}}|\Delta(s, z)|^{p_{2}} d z\right|^{\frac{a}{a-1}} d y\right)^{\frac{a-1}{a}} \\
& \leq\|\Delta(s, \cdot)\|_{L^{p}(D(s))}^{2 p_{2}} \mid\left\|f(|\cdot|)^{(1-\lambda) p_{2}}\right\|_{L^{b}(\bar{K})} \tag{A.23}
\end{align*}
$$

where $\bar{K}=\{x-y: x, y \in D(T)\}$ is a compact subset of $\mathbb{R}^{2}$ depending on $T$ and $K$.
(i) If $f(r)=r^{-\alpha}$, the right hand side of (A.23) converges if and only if $\int_{0^{+}} r f(r)^{(1-\lambda) p_{2} b} d r<$ $+\infty$, i.e., $\alpha(1-\lambda) b p_{2}<2$. Furthermore, if $1 \leq p_{1}<2 \wedge\left(3-\lambda p_{1} \alpha\right) \wedge\left(4-2 \lambda p_{1} \alpha\right)$, (A.16) implies that

$$
\begin{equation*}
I_{1}(s, x) \leq C(t-s)^{4-2 p_{1}-\lambda p_{1} \alpha} \tag{A.24}
\end{equation*}
$$

Therefore, using (A.22)-(A.24) we deduce that if $\delta:=\frac{4}{p_{1}}-2-\lambda \alpha>-1$ and the previous constraints on $\lambda, p_{1}$ and $p_{2}$ are satisfied, then (A.21) holds. The requirements on $p_{2}$ and $\lambda$ are gathered in the following system:

$$
\left\{\begin{array}{l}
2<p_{2}<p<+\infty \\
\lambda \alpha<2-\frac{3}{p_{2}} \\
\lambda \alpha<\frac{3}{2}-\frac{2}{p_{2}} \\
\alpha+4\left(\frac{1}{p}-\frac{1}{p_{2}}\right)<\lambda \alpha<\alpha
\end{array}\right.
$$

These inequalities on $\lambda \alpha \in] 0, \alpha[$ are compatible if and only if

$$
\left\{\begin{array}{l}
2<p_{2}<p<+\infty, \\
\frac{4}{p}<2-\alpha+\frac{1}{p_{2}} \\
\frac{4}{p}<\frac{3}{2}-\alpha+\frac{2}{p_{2}}
\end{array}\right.
$$

which in turn are compatible if and only if $2 \vee\left(\frac{8}{5-2 \alpha}\right)<p<+\infty$.
(ii) Suppose that $\left(\mathbf{H}_{\beta}\right)$ holds for some $\left.\beta \in\right] 0,2\left[\right.$. Let $q=(1-\lambda) b p_{2}$; if $q=1$, $\int_{0^{+}} r f(r)^{q} d r<+\infty$. Furthermore, if $0<q<1$, Hölder's inequality applied with respect to the measure $r^{1-\beta} d r$ implies that for every $R>0$,

$$
\int_{0}^{R} r f(r)^{q} d r \leq\left(\int_{0}^{R} r^{1-\beta} f(r) d r\right)^{q}\left(\int_{0}^{R} r^{1-\beta+\frac{\beta}{1-q}} d r\right)^{1-q}<+\infty
$$

On the other hand, if $\lambda p_{1} \leq 1, p_{1}<2 \wedge\left(3-2 \lambda p_{1}\right) \wedge\left[4-2 \lambda p_{1}(2-\beta)\right] \wedge\left(\frac{5}{2}-\lambda p_{1}\right)$, then (A.17) implies that

$$
\begin{equation*}
I_{1}(s, x) \leq C(t-s)^{4-2 p_{1}-\lambda p_{1}(2-\beta)} . \tag{A.25}
\end{equation*}
$$

Therefore, using (A.22), (A.23) and (A.25), we see that if the previous requirements on $\lambda, p_{1}, p_{2}$ and $\beta$ are satisfied, then (A.21) holds if $\delta:=\frac{4}{p_{1}}-2-\lambda(2-\beta)>-1$. The constraints on $\lambda$ and $p_{1}$ are summarized in the following system:

$$
\left\{\begin{array}{l}
2<p_{2}<p<+\infty, \\
0<\lambda<1-\frac{3}{2 p_{2}}, \\
\lambda>1+2\left(\frac{1}{p}-\frac{1}{p_{2}}\right), \\
\lambda<\frac{3}{2(2-\beta)}-\frac{2}{2-\beta} \cdot \frac{1}{p_{2}}, \\
\lambda<\frac{3}{2}-\frac{5}{2 p_{2}} .
\end{array}\right.
$$

Since for $p_{2}>2$ one has $1-\frac{3}{2 p_{2}}<\frac{3}{2}-\frac{5}{2 p_{2}}$, these inequalities are compatible if and only if

$$
\left\{\begin{array}{l}
2<p_{2}<p<+\infty, \\
\frac{2}{p}<\frac{1}{2 p_{2}}, \\
\frac{2}{p}<\frac{2 \beta-1}{2(2-\beta)}+\frac{2(1-\beta)}{(2-\beta) p_{2}} .
\end{array}\right.
$$

This system is equivalent to $2<p_{2}, 4 p_{2}<p<+\infty$ and $p>\frac{4(2-\beta) p_{2}}{p_{2}(2 \beta-1)+4(1-\beta)}>0$ If $\frac{1}{2} \leq \beta<2, p_{2}(2 \beta-1)+4(1-\beta)>0$ always holds, while if $0<\beta<\frac{1}{2}$, this inequality is equivalent with $p_{2}<\frac{4(1-\beta)}{1-2 \beta}$ (note that in this case $2<\frac{4(1-\beta)}{1-2 \beta}$ ).

- If $0<\beta \leq 1$, the map $p_{2} \longmapsto \frac{4(2-\beta) p_{2}}{p_{2}(2 \beta-1)+4(1-\beta)}$ is increasing and the system is compatible (for $p_{2} \sim 2$ ) if $p>8$.
- If $1 \leq \beta<2$, the same map is decreasing and (for $p_{2} \sim \frac{p}{4}$ and $p>8$ ) the system is compatible if $p>8$ and $p>\frac{4(2-\beta) p}{p(2 \beta-1)+16(1-\beta)}$, that is $p>8 \mathrm{~V}$ $\left(\frac{4(3 \beta-2)}{2 \beta-1}\right)=8$.

This concludes the proof of the lemma.

Remark A.4: If $f(r)=r^{-\alpha}$ with $0<\alpha \leq \frac{1}{2}$, (A.21) holds for $p>2$, and if $\frac{1}{2}<\alpha<2$, (A.21) holds for $p>\frac{8}{5-2 \alpha}$. Finally, $\sup _{0 \leq \alpha<2} \frac{8}{5-2 \alpha}=8$ gives the lower limit of $p$ in case (ii).
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